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ABSTRACT

Current retinal implants implement pulsate stimuli to activate the neural circuits of the retina.

This type of stimulation can activate antagonist retinal pathways which lead to improper percep-

tion of the visual scene. Developing a precise stimulation strategy with the ability to preferentially

target retinal neural circuits is one of the alternative methods to improve the accuracy of restored

vision. Previous studies tried to decipher the electrical properties of different retina ganglion cell

(RGC) types by applying electrical Gaussian noise and estimating the electrical input filter of

the cells. Sekhar et al reported that ON and OFF cells have different electrical input filters. In

this study we aimed to pursue the same goal by using a similar approach to assess the electrical

profiles for a wider range of ganglion cell types. We implemented an array of visual stimuli along

with an electrical noise stimulus to fully characterize the light and electrical response properties

of both healthy and degenerated retina ganglion cells.

The extracellular activity of ganglion cells were recorded using microelectrode arrays and

cells were clustered using two different clustering frameworks. In the first attempt, the spiking

activity of each cell was converted to pseudocalcium traces by convolving each spike train with a

temporal kernel. Response features were extracted using sparse principal component analysis

to project the data into a lower-dimensional space. Each RGC projection was assigned to one of

the 39 RGC clusters reported by Baden et al. which mapped onto about half of the previously

described clusters. Difficulty of matching spike train data to calcium imaging data encouraged

us to use a different clustering framework in which a hierarchical clustering algorithm was

implemented to cluster cells based on their visual and electrical induced responses. The light

based clustering was performed on the spike time based distance matrices and detected 37 and

12 clusters for wild-type and rd10 retina, some of which showed a strong correlation between

the cell types and the shape of electrical input filters. In addition to that, a separate hierarchical

clustering of electrical input filters showed that clusters with upward input filters reflect the

activity of ON cells and clusters with downward deflections are mostly representative of OFF

and ON-OFF cells. Moreover, pharmacological manipulation of degenerated retina revealed that

input filters with downward deflection were removed by blocking the synaptic connection between

photoreceptors and On-bipolar cells, while electrical input filters with upward deflection were

subjected to smaller changes after blocking this circuit. The pharmacological manipulation was

performed only on degenerated retina and was limited to the blockage of only one pathway,
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which did not reveal conclusive results to interpret how different retinal pathways contribute to

the generation of upward and dwonward input filters. Further experiments on wild-type retina

by implementing different pharmacological blockers is required to fully inspect the effect of

subthreshold noise stimulation on each retinal pathway. Although theses results have not met

our expectation of finding a larger diversity among the electrical input filters of ON and OFF

ganglion cell subtypes, they may provide useful information to better understand the circuit

mechanism leads to the generation of upward and downward electrical input filters and help to

leverage the stimulation performance in retinal implants.

vi



TABLE OF CONTENTS

Page

List of Tables ix

List of Figures x

1 Introduction 1
1.1 Retina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Photoreceptors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2 Bipolar cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.3 Horizontal cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.4 Amacrine Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.5 Ganglion cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.6 Retinal diseases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Therapy approaches to restore vision . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.1 Cell therapy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.2 Gene therapy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.3 Electrical stimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 History and applications of electrical nerve stimulation to vision . . . . . . . . . . . 7

1.4 Principle of electrical nerve stimulation . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.5 Retinal prostheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.5.1 Subretinal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5.2 Epiretinal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.6 Retinal stimulation strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.6.1 Selective stimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.7 Aim of this study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 Classifying RGCs with pseudocalcium traces 14
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.1 Retinal preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.2 Visual stimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

vii



TABLE OF CONTENTS

2.2.3 Electrical stimulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.4 Recording System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.5 Data pre-processing and unit selection . . . . . . . . . . . . . . . . . . . . . . 18

2.2.6 Spike Triggered averaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.7 Estimating calcium traces from spiking data . . . . . . . . . . . . . . . . . . 20

2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3.1 Removing noisy units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3.2 The estimation of pseudocalcium traces . . . . . . . . . . . . . . . . . . . . . 21

2.3.3 Assigning pseudo-calcium clusters to the calcium clusters . . . . . . . . . . 21

2.3.4 The impact of sample size in clustering quality . . . . . . . . . . . . . . . . 22

2.3.5 Electrical input filters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3.6 Clustering electrical STAs of RGCs . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4.1 Subthreshold Calcium Signals . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4.2 Cluster Misassignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.4.3 Direction Selectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.4.4 Electrical profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3 Classifying RGCs based on spike distance metrics 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2.1 ISI distances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2.2 SPIKE-distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.3 ON-OFF bias index and direction selectivity . . . . . . . . . . . . . . . . . . 33

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3.1 Clustering healthy mouse retinal ganglion cells. . . . . . . . . . . . . . . . . 35

3.3.2 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3.3 Clustering electrical STAs of healthy retina . . . . . . . . . . . . . . . . . . . 38

3.3.4 Rd10 retina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3.5 Oscillation in rd10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3.6 Clustering rd10 retina cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.3.7 Clustering STAs of rd10 ganglion cells . . . . . . . . . . . . . . . . . . . . . 48

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4 Conclusion 57

Bibliography 63

A Appendix A 72

viii



LIST OF TABLES

TABLE Page

3.1 Power spectrum features of STAs for each cluster of wild-type data . . . . . . . . . . . 44

3.2 Power spectrum peaks and bandwidths of STAs for each cluster of rd10 data before

and after application of blocker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

ix



LIST OF FIGURES

FIGURE Page

1.1 Structure of different layers in the retina. . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Synaptic connections of ON and OFF retinal ganglion cells. . . . . . . . . . . . . . . . . 5

1.3 One of the early electrical stimulators designed to apply electrical current to the

human brain, used in 1872 at Good Samaritan Hospital. . . . . . . . . . . . . . . . . . . 8

1.4 Schematic of direct and indirect stimulation. . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Subretinal configuration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.6 Arguss II with epiretinal configuration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.7 Charge balanced pulsatile stimulus waveform. . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1 Schematic of the proposed workflow for clustering RGCs. . . . . . . . . . . . . . . . . . 16

2.2 Recording setup and visual and electrical stimuli with number of repetitions for each

stimulus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Sample raw data and equivalent Pseudo-calcium trace. . . . . . . . . . . . . . . . . . . 20

2.4 Distance matrix of data and pseudocalcium traces of chirp stimulus. . . . . . . . . . . 21

2.5 Clustered RGCs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.6 Electrical STA of a sample OFF RGC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.7 Electrical STA of a sample ON RGC classified as type19 (ON trans, large). . . . . . . . 25

2.8 Distance matrix and electrical STAs of individual cells. . . . . . . . . . . . . . . . . . . 26

2.9 Visual responses of 792 Classified RGCs and their corresponding electrical STAs. . . 27

3.1 Evaluating ISI-distance and Spike-distance for synthetic data. . . . . . . . . . . . . . . 32

3.2 ISI and SPIKE-distance metrics for three sample neurons. . . . . . . . . . . . . . . . . 34

3.3 Distribution of variance ratio, Direction selectivity and ON-OFF bias index. . . . . . . 35

3.4 Comparing gap distance and mutual information for wild-type retina. . . . . . . . . . 37

3.5 Hierarchical clustering of wild-type retina RGCs. . . . . . . . . . . . . . . . . . . . . . . 39

3.6 Reordering clustered data based on ON-OFF bias index. . . . . . . . . . . . . . . . . . . 40

3.7 t-SNE plots of PSTHs for different visual stimuli. . . . . . . . . . . . . . . . . . . . . . . 41

3.8 Hierarchical clustering of electrical input filters. . . . . . . . . . . . . . . . . . . . . . . . 43

3.9 t-SNE plot and scatter plots of projection of STAs of wild-type retina. . . . . . . . . . . 45

3.10 Power spectrum of three sample rd10 STAs. . . . . . . . . . . . . . . . . . . . . . . . . . 46

x



LIST OF FIGURES

3.11 Comparing electrical profiles of three sample rd10 cells before and after injection of

blocker. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.12 Comparison of gap statistics and mutual information for rd10 data. . . . . . . . . . . . 49

3.13 t-SNE plots of rd10 data. (A) t-SNE plot of flash PSTHs. . . . . . . . . . . . . . . . . . . 50

3.14 Hierarchical clustering of rd10 RGCs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.15 Hierarchical clustering of electrical input filters of rd10 retina. . . . . . . . . . . . . . . 52

3.16 t-SNE plots and scatter PCA projections rd10 STAs . . . . . . . . . . . . . . . . . . . . . 54

xi



C
H

A
P

T
E

R

1
INTRODUCTION

In 2015 there were over 200 million people around the world suffering from blindness or

visual impairments; of those 36 million were blind [1]. Visual disorders can be caused by

damage or disease in the optical and retinal parts of the eye, parts of visual pathways

or the visual cortex. Retinitis Pigmentosa (RP) and Age-Related Macular Degeneration (AMD)

are among the most common forms of progressive retinal degeneration [2] that can lead to

blindness. Although several therapies such as gene therapy, stem cell, and treatment based on

optogenetics methods have been suggested to cure or slow down the progress of these types of

retinal degeneration, retinal prosthetics have shown the most successful results in restoring

vision so far. In this method, electrical stimulation of neurons induces bright spots in patients’

perception called phosphenes. By using an array of electrodes and proper stimulation of the cells

it is possible to reconstruct meaningful two-dimensional patterns of phosphenes. In the last two

decades, a growing body of research has been dedicated to the development of state-of-the-art

electrode-based visual prosthesis technologies. Consequently, the field witnessed substantial

progress in the development of implantable devices with the ability to restore vision [3]. The

success of cochlear implants in the market motivated research teams around the world to develop

commercial retinal prosthetics with regulatory approval. However, financial issues, in addition to

falling short of expectations in long-term usages, made them stop providing their products on the

market, indicating that still more basic research is required to develop visual prostheses with the

ability to restore high acuity vision. Hardware limitation is not the only challenge in designing

visual prostheses. Gaining more knowledge about retinal coding and translating that to retinal

prosthetics’ application is one of the essential steps in improving the quality of artificial vision.

This will help to find better stimulation strategies for designing the next generation of retinal

prosthetics. Amplitude, phase, shape duration, and stimulation paradigm -voltage or current
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CHAPTER 1. INTRODUCTION

controlled-, are some other factors that must be considered for having a robust stimulation.

Several studies have been conducted to find the parameter for designing the optimum stimulus.

However, finding the proper coding strategy for stimulation so that it sends a pattern of action

potential to the brain, similar to the natural pattern of a healthy retina, is another challenge

that has not been addressed very well. In this study, In line with the recent study of Sekhar et al

[4, 5], we aim to find the optimum stimulus of different ganglion cell types by using electrical

noise stimulation.

1.1 Retina

The human retina is approximately 0.5 mm thick and located in the back of the eye with three

layers of cell bodies and two layers of synapses. The density of cones in the central part of the

retina is higher than the peripheral, this is why the center of the retina is thicker than the

peripheral part. The peripheral part of the retina is more dominated by rods and cones are mostly

located at the center [6]. The location of rods and cones is called the outer nuclear layer. The inner

nuclear layer consists of Bipolar Cells (BC), Amacrine Cells (AC), and Horizontal Cells (HC).

The location of Retinal Ganglion Cells (RGCs) and displaced Amacrine Cells (d-AC) is called the

ganglion cell layer. The connection between rods and cones, with BCs and HCs, is known as the

Outer Plexiform Layer (OPL). The layer where the processed information from BCs is conveyed

to the RGCs is named the Inner Plexiform Layer (IPL). ACs make synaptic connections with BCs

and affect their output at this layer. Ganglion cells convert neurochemical signals into binary

format and send them to the brain via the optic nerve [6] (figure 1.1).

1.1.1 Photoreceptors

Photoreceptors (PR) absorb light photons and translate them into electrochemical signals, which

are then sent to the OPL via the first synaptic layer of the retina. The mammalian retina consists

of two or three types of cones and one type of rod photoreceptors. Cones are more prevalent in the

center of the retina and construct the basis of color vision. Depending on their opsins structures,

visual pigments of cones are sensitive to three different spectra of light, ranging from long light

wavelengths with a peak around 560nm (red), to medium wavelengths that have a peak around

530nm (green) and also short light wavelength peaking at 420nm (blue). Rods are more sensitive

than cones and are specialized for dim light detection. They have visual pigment-rhodopsin,

sensitive to blue-green light, with the highest sensitivity around 500 nm wavelengths of light [7].

1.1.2 Bipolar cells

Bipolar cells receive parallel information from photoreceptors and send the pre-processed infor-

mation to the inner retina via excitatory inputs [8]. The other side of BC branches to the IPL

layer and synapses onto RGCs and ACs. Eleven different types of BC are reported in mammalian

2



CHAPTER 1. INTRODUCTION

Figure 1.1: Structure of different layers in the retina. Image is taken from
http://webvision.med.utah.edu/ [6]

retinas. Most of them are ON-BC. Dendritic morphology, shape, and IPL stratification are the

most important ways to distinguish types of BCs [8]. BCs with a connection to cones are called

Cone Bipolar cells (CBC) and those that receive signals from rods are named Rod Bipolar cells

(RBC). ON-BCs depolarize in response to the light onset whereas OFF-BCs depolarize in response

to light off-set [8]. ON-CBC are connected to cones via an inverting connection from one side and

send input to ON-Ganglion cells from the other side. Cone OFF pathways have connection to

OFF-CBCs via non inverting connections providing input to OFF-Ganglion cells ON-CBC are

connected to cones via an inverting connection from one side and send input to ON-Ganglion cells

on the other side. Cone OFF pathways have connection to OFF-CBCs via non inverting connec-

tion s providing input to OFF-Ganglion cells [9]. RBCs do not have a direct connection to RGCs

and their outputs go to RGCs through AII ACs. The output of AII ACs provides sign-inverting

glycinergic input onto OFF-CBCs and sign-preserving input to ON-CBC via gap junctions [8].

ON-CBC are connected to cones via an inverting connection from one side and send input to

ON-Ganglion cells from the other side. Cone OFF pathways have connection to OFF-CBCs via

non inverting connections providing input to OFF-Ganglion cells ON-CBC are connected to cones

3



CHAPTER 1. INTRODUCTION

via an inverting connection from one side and sends input to ON-Ganglion cells the other side.

Cone OFF pathways have connection to OFF-CBCs via non inverting connections providing input

to OFF-Ganglion cells [9]. RBCs do not have a direct connection to RGCs and their outputs go

to RGCs through AII ACs. The output of AII ACs provides sign-inverting glycinergic input onto

OFF-CBCs and sing-preserving input to ON-CBC via gap junctions [9].

1.1.3 Horizontal cells

HCs act as interneurons. They provide either local or long interaction between photoreceptors

building up the lateral inhibition structure that facilitates the process of edge detection and

image sharpening in the retina. By making feedback networks with themselves and bipolar

cells, HCs adjust the gain of photoreceptor synaptic output to BCs. HCs construct the basis

of spatial and color opponency by their interaction with PRs, BCs, and other HCs. Two major

morphological types of HCs are identified in vertebrate retinas. B-Types that have axons and

distinguish changes in brightness and A-type HCs that are axon-less and only connected to cones

(also known as H2 and H3 cells). A-Type HCs build up the first elements of color vision processing

in the retina [10].

1.1.4 Amacrine Cells

ACs are also interneurons. They are the most diverse cell type in the retina. Most ACs are

inhibitory with GABA or glycine neurotransmitters. They make the second synaptic connection

level in IPL, and modulate the activity between RGCs and BCs [11]. ACs can act as local inhibition

by interacting with BCs and RGCs, acting as both lateral and vertical inhibition between different

synaptic layers. They help the retina to perform complex signal processing. For example, AII ACs

facilitate interactions between RBC and RGCs and seem to play a role in approach detection. Poly

axonal ACs have shown to be sensitive to motion and starburst. ACs are direction-selective [12].

1.1.5 Ganglion cells

RGCs accomplish the last layer of signal processing in the retina. They receive input from BCs

and ACs in chemical form and send the processed information in the form of binary spike trains

to the brain through the optic nerve. It has been shown that some RGCs are sensitive to a unique

combination of visual stimuli. In other words, RGC types are tuned to detect a specific feature of

the visual scene. For example, some cells are direction-selective while some can be sensitive to

motion or color. The brain interprets the perception of the world by combining and processing

the parallel information received from RGCs [13]. In the first electrical recording from RGCs in

1938, three different patterns were reported [14]. Some RGCs were responding only to the onset

of light and were named ON cells. Another category of RGCs generated action potential during

stimulus offset (darkness) termed as OFF cells. Some RGCs were sensitive either to stimulus

4



CHAPTER 1. INTRODUCTION

onset and offset known as ON-OFF cells. Later in 1953, the lateral inhibition mechanism

was discovered by Kuffler [15]. He observed that RGCs have the highest rate of activity, not

necessarily after increasing the intensity of light, but rather by increasing the contrast of

light between the center and surrounding of the cell’s receptive field. This phenomenon can be

observed in ON and OFF cells and is known as lateral inhibition (figure 1.2). By performing

more sophisticated experiments in the last few decades, new subtypes of the putative cells

were discovered. In a recent study by Baden et al., clustering mouse RGCs, based on their

morphology and functions using machine learning techniques, yielded more than 30 different

RGC cell types [16] including sustained/transient, color selective, direction/orientation selective,

and edge detectors with different level of sensitivity to contrast and spatiotemporal frequency.

The input image of the visual scene is processed by this complex network of different cell types

and decomposed into plenty of parallel digitized feature vectors and sent to the brain via the

optic nerve. In retinal Prostheses, to achieve a proper perception of the visual scene, a precise

stimulation strategy that can mimic both temporal and spatial details of retinal coding, plus the

ability to stimulate the correct neuronal target, is essential. Since RGCs are the last layer of

signal processing in the retina, understanding the coding mechanism in this layer can help us to

design a more efficient stimulation strategy for retinal implants.

Figure 1.2: Synaptic connections of ON and OFF retinal ganglion cells. Image is taken from
http://webvision.med.utah.edu/

1.1.6 Retinal diseases

Age-Related Macular Degeneration (AMD) is a progressive retinal disease caused by damage

to the Macula. AMD often happens in elderly people and leads to a lack of vision or blurred

vision in the central visual field. Over time this black or blurred spot may get larger. Although

currently, no treatment can restore vision for people with AMD it has been reported that dietary

supplements may slow down the speed of progress [17]. Retinitis Pigmentosa (RP) is another

retinal disease that causes the degeneration of rod photoreceptors. Unlike AMD in RP, loss of

vision starts from the periphery, is known as tunnel vision. Night blindness, the problem with
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vision under dim light conditions, and difficulty in color vision are some of the symptoms of RP.

Currently, there is no therapy that stops the progress of RP [18]. RP and AMD together form

about 10% of the causes of blindness [19].

1.2 Therapy approaches to restore vision

Different technologies are developed and tested to treat the degenerated retina. Cell therapy,

Gene therapy, and artificial retinal stimulation are among the major approaches to restore vision.

1.2.1 Cell therapy

In this method, ectopic cell transplantation is used to replace damaged cells. Cell therapy uses

transplanting stem cells obtained from pluripotent cells to restore the damaged tissue. These

cells can be taken from a donor or the patient. The important point about stem cells is the ability

to yield different cell types and self-renewal. Cell therapy can be done either by using Pluripotent

stem cells or multi potent. To make Pluripotent stem cells two approaches are suggested. One

approach uses human embryonic stem cells. The internal cell mass of the embryonic stem cells

contains about thirty pluripotent cells with the ability to generate the body’s cells. Under proper

culturing conditions, these cells can multiply. Depending on the culture conditions they may

differentiate different cell types such as muscle cells or neurons. In the other approach, the

induced pluripotent stem cells (iPSC) of adults are used to make pluripotent cells using genetic

engineering [20].

Multipotent stem cells can be found in the whole body and are able to differentiate in a

smaller number of cell types. Muscle fibers, bone cells, and fat cells can be generated by these

cells. It has been shown that retinal organoids can generate cell lines useful for cell therapy.

Retina cell therapy is more difficult since it requires the migration of transplanted cells to the

precise location and exhibits specific physiological activity with true synaptic connection [21].

1.2.2 Gene therapy

Inherited retinal degeneration can be caused by a mutation in 300 different genes [22]. Therefore,

finding an approach to tackle this issue is very challenging. Gene therapy in the retina is applied

by injecting a vector of adeno-associated viral vectors (AAVs) that contains the gene of interest

for the retina. Because primate eyes have a thicker membrane the diffusion of the delivered gene

vector is limited and affects the efficacy of the method [21]. An alternative method is to deliver

the gene vector via sub-retinal injection. Although this approach may damage the photoreceptors

by separating the pigmented epithelium from the rest of the retina, in 2017 FDA approved AAV

gene therapy for the treatment of the monogenic disorder [23]. In Another gene therapy approach,

the DNA and RNA fragments will enter the cell by applying electrical discharge or laser to the
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cell membrane. The method is called Non-viral gene delivery and the target protein has transient

expression [21].

Optogenetic therapy is another method that is suitable for the type of retina degeneration

in which only the photoreceptors are lost and the remaining layers are maintained intact. In

this strategy, the surviving cells become sensitive to light by delivering light-sensitive molecules

to the residual neurons that are insensitive to light. Bi et al generated artificial photoreceptors

by delivering AAV of channelrhodopsin (ChR2), a transgene that encodes light-sensitive protein

to surviving cells of the retina. One of the challenges of this method is that the light intensity

required to activate ChR2 is higher than normal light conditions and can be toxic for the retina

[22, 24, 25].

1.2.3 Electrical stimulation

Using microelectrode arrays to electrically stimulate retinal surviving neurons to restore vision

has been extensively tested by many teams around the world. Clinical studies showed promising

results in restoring vision by placing an array of electrodes on the retina surface with different

configurations [26]. In the following sections, we will assess the principles of electrical nerve

stimulation and its application in retina implants.

1.3 History and applications of electrical nerve stimulation to
vision

In 1775 LeRoy induced the sensation of light by applying electrical stimulation on the scalp of

the blind [27]. One of the earliest nerve electrical stimulation studies was carried out in 1780 by

Galvani. He observed muscle contraction by applying electrical charge into the nervous system

of the frog [28]. More than 100 years later in the late 19th century, other scientists showed the

connection between limb movement of dogs and humans through stimulation of their motor cortex

[29, 30]. After the development of stereotaxic techniques in the early 20th century scientists

successfully performed localized deep brain stimulation of the human brain. Gradually electrical

nerve stimulation became a useful approach to help people with neurological related disorders.

Cochlear implants, pacemakers, transcutaneous electrical nerve stimulation (TENS), deep brain

stimulation, and recently retinal implants, are among the successful applications of nervous

system related rehabilitation strategies [28]. In the second half of the 20th century, the first

successful attempts to use a device to generate the perception of light via stimulation of the visual

cortex and retina were reported [27, 31, 32]. Since retinal stimulation elicits a more natural

perceptual neural code by activating the neural circuits between the retina and the brain, it may

have a better perceptual performance compared to cortical stimulation. In the mid-1990s a new

generation of retinal prosthetics for human subjects was developed by locating an array of small
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electrodes on the surface of the retina. Blind subjects reported a perception of light corresponding

to the location and time of stimulation [27, 33] (figure 1.3).

Figure 1.3: One of the early electrical stimulators designed to apply electrical current to the
human brain, used in 1872 at Good Samaritan Hospital. Figure adapted from Morgan 1982.

1.4 Principle of electrical nerve stimulation

Electrical stimulation of nerves can be performed either intracellularly or extracellularly. Ex-

tracellular stimulation is employed for the application of retinal prosthetics. In this method the

electrical current applied through an electrode placed into tissue will generate an electrical field.

This electrical field affects the charge density around cells and can lead to the generation of an

Action Potential (AP). The higher amount of electrical current generates a stronger electrical field

that increases the probability of AP generation [34]. Electrical stimulation can be done either by

cathodic or anodic pulses. In cathodic stimulation, the outer layer of the cell membrane that is

closer to the electrode receives a negative charge and gets depolarized, on more distant parts of

the membrane a weak hyperpolarization might occur. Anodic stimulation on the other hand is

less efficient because of the hyperpolarization of the membrane in the vicinity of the electrode

[27].

1.5 Retinal prostheses

For the first time in 1956, it was reported that electrical stimulation of Ganglion Cells in the retina

generates bright spots known as phosphenes[32]. Generation of the action potential by RGCs can

be performed directly, via soma and axon, or indirectly by activation of Bipolar Cells (BC) through
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synaptic connection to the Ganglion Cell layer. In a direct stimulation, depending on the location

of the electrode, cells can be stimulated via axons or soma [35, 36](figure1.4). Some cells have

larger axons passing around the proximity of other cell’s somas. In such cases, activation of cells

through their axons is challenging, since it can lead to concurrent activation of either the adjacent

cells and/or cells located in more distant locations. In retinal implants, an array of electrodes

is placed in proximity to the retina. Axonal stimulation in such arrangements generates an

elongated percept of phosphenes. This is one of the practical challenges in reconstructing the true

perception of the real-world image by extracellular microelectrode array stimulation.

Success in the development of cochlear implants in addition to advancement in electronics and

fabrication of microelectrode arrays, encouraged researchers to develop chronically implantable

prostheses for the retinas of blind people with the aim of restoring vision. RP and AMD diseases

lead to degeneration of photoreceptors [18]. However, the rest of the retina in some cases remains

intact. It has been shown in such cases applying current into the tissue through an array of

electrodes can elicit phosphenes. Depending on the site of electrodes on the retina, two main

configurations are suggested and tested for multielectrode stimulation. In one configuration

electrodes are surfaced on the Ganglion cell layer, known as the epiretinal approach [27, 33, 37].

In another approach, electrodes are located between the retina and the retinal pigment epithelium

known as subretinal configuration [26, 38]. Results of an epiretinal implant with a 16 channel

electrode array were released in 2003 [39]. In 2011 results of a subretinal implant with 1500

electrodes showed the possibility of distinguishing objects and letters by blind patients [26].

Figure 1.4: Schematic of direct and indirect stimulation. Left, indirect activation of RGC through
activation of BC (purple) or PR (red). Right shows direct stimulation of a RGC via soma and axon.
Figure is modified from Yue et al. 2016.

1.5.1 Subretinal

In this configuration metallic electrodes are positioned on a degenerated photoreceptor layer and

interact with BCs (figure1.5). Indirect stimulation of GCs via BCs is possible in this configuration.
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Furthermore, an array of photodiodes can be implanted to transform light into electrical current.

With this arrangement an external camera is not required, giving the advantage of receiving

natural scenes by eye movement instead of head movement [3]. Tübingen’s Alpha IMS is an

example of a subretinal implant. This implant employs 1500 microelectrodes for stimulation plus

photodiodes for converting light to electrical signals. The visual acuity reported by this implant is

20/546 which enables some patients to identify objects as small as kitchen cutlery or distinguish

large letters of the alphabet [38].

Figure 1.5: Subretinal configuration. Image is taken from Zrenner et al 2011

1.5.2 Epiretinal

Electrodes in this configuration interface with RGCs in the inner limiting membrane of the

retina [35]. This approach can be applied to the late-stage degenerated retina. Depending on the

pulse duration and polarity, BC and RGCs have been shown to be stimulated separately [3, 35].

Arguss II is an example of an FDA approved epiretinal implant with 60 electrodes that enabled

motion detection and alphabet discrimination in some patients[40] (figure1.6). This device has

an external camera and a signal processing unit to perform the task usually done by the retinal

network.

1.6 Retinal stimulation strategies

Traditionally a cathodic charge-balanced pulsatile waveform is used for neural stimulation in reti-

nal implants[33]. Cathodic pulses depolarize the RGCs membrane and lead to the generation of

action potentials (figure1.7). Adding a positive pulse after the negative phase makes the stimulus

charge-balanced and avoids electrode corrosion during long-term stimulation[33]. Several studies
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Figure 1.6: Arguss II with epiretinal configuration. Image from Hornig et al. 2007.

have been carried out by changing the stimulation parameters such as phase, pulse duration,

and frequency to find optimum parameters of stimulation [41–43].

1.6.1 Selective stimulation

It has been reported that when increasing the number of electrodes above a specific number,

changes in the quality of restored vision will only increase slightly, however, retinal prostheses

with larger numbers of dense electrodes do not significantly improve the ability to recognize

objects. This suggests that further improvement in restoring high acuity vision requires more in-

vestigation into retinal neural coding and stimulation strategies such as preferential stimulation

of distinct cell types rather than merely increasing the electrode numbers.

Preferential activation can be done by targeting specific retinal cell classes i.e. BC, PR, AC,

RGC or subtypes of a certain class, for example RGCs. For both forms of stimulation, different

techniques are suggested. For example, probing the stimulation parameters to find the preferred

stimulus of distinct neuronal targets, or using alternative energy delivery strategies such as

magnetic stimulation, by replacing conventional electrodes with micro coils[44]. Stimulation of

soma without activation of distal axons, to avoid elongated bright spot perception is another form

of the selective activation, and is one of the unsolved challenges of current retinal implants [45].

Tsai, David, et al. assessed the effect of pulse width to preferentially recruit neuronal targets in

the retina. They observed that some cell classes respond more strongly than others in response to

pulse stimulus with a specific duration [46]. In addition to magnitude and phase, some studies

investigated other parameters such as waveform shape and stimulation frequency [4, 46, 47].

Freeman et al. applied sinusoidal waveforms with different frequencies on the rabbit retina to

reach a level of control over the target neuronal network [47]. They used sinusoidal waveforms

with a wide range of various frequencies from 5 up to 100 Hz. They observed that low-frequency

stimulation (10 Hz) elicits spikes when the electrode is located near the soma and elicits no spike

when the electrode is in the proximity of the axon, while the high frequency stimulation (100 Hz)
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elicits a response if the electrode is positioned either close to the soma or axon. This is an example

of the advantage of alternative stimulus strategies over classical pulsatile stimulation. Boinagrov

et al. investigated the effect of pulse duration and polarity for direct and indirect stimulation.

They observed that cathodic stimulation has a lower threshold for direct activation of RGCs,

whereas for network mediated stimulation, the threshold of anodic stimulation is smaller and

network selectivity is higher with longer pulses.

Figure 1.7: Charge balanced pulsatile stimulus waveform. Image modified from Humayun et al.
1998.

Apart from preferential activation of cell classes, some studies assessed the possibility of

preferential activation of different RGCs types, which is the main focus of our study. Like-

wise, different stimulus parameters were tested to find the preferred stimulus of distinct cell

types. Heterogeneous expression of ion channels across different cell classes, in addition to

activation/inactivation kinetics of each channel type, raised the question of whether stimulation

frequency can be used as a parameter for selective activation. Freeman et al showed that positive

and negative peaks of a 5 Hz sinusoidal stimulus can elicit different spiking patterns in ON

and OFF cells [47]. Gue et al. showed the efficacy of high frequency stimulation on preferential

activation of ON and OFF cells [48]. Twyford et al. tested sinusoidal waveform at different fre-

quency ranges and showed that ON sustained RGC have a weaker response at lower frequencies

[49]. They also showed that ON and OFF cells have different response patterns using a 2000

pulses per second stimulus modulated with a diamond shaped envelope [50]. Im et al. assessed

the effect of stimulus duration on selective activation of RGCs. They reported that increasing

the duration of stimulus will decrease the spike rate of ON cells[51]. In another effort to find

the preferred stimulus of different RGC types, some groups applied electrical white noise to
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the retina. By taking the advantage of the spike triggered averaging (STA) method they were

able to estimate the linear electrical input filters for different RGCs [5, 52–54]. These results

exhibited the diversity of electrical input filters across different cell types. Sekhar et al. reported

that electrical profiles of two major ON and OFF RGC types are different and correspond to their

visual input fillers [4].

1.7 Aim of this study

Although many parameters are involved in developing retinal prostheses with a higher level of

performance the ability to selectively target neural pathways in the retina seems to be one of the

important factors that is not very well addressed in designing current retina implants.

Several research groups around the world have been working on preferential stimulation of

neural pathways. Different stimulation strategies such as using electrical stimuli with different

frequencies or amplitude have been suggested. Despite their relative successes, none of them were

completely successful in reaching this goal. Gaussian noise has been tested by some researchers

to explore the potential stimuli subspace by estimating the electrical input filters of different

RGC types [4, 52–55]. In this thesis, we aim to continue the past works of Sekhar et al. [4]

who used the STA technique to characterize the electrical input filter of ON and OFF RGCs by

applying electrical noise stimulus. Our goal is to shed more light on this matter by providing a

catalog of electrical profiles for a wider range of RGCs. It has been shown that in mouse retina

over 30 different subtypes of RGCs exist [16]. To our knowledge, no exhaustive research has

been performed so far to elaborate the property of their electrical input filters in order to design

electrical stimuli.
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CLASSIFYING RGCS WITH PSEUDOCALCIUM TRACES

2.1 Introduction

Having information about the electrophysiological features of the neuronal targets in

the retina is an essential part 0f obtaining proper electrical stimulation for the retinal

implant. In retinal stimulation, RGCs are recognized as the main neuronal target

involved in the visual processing network to achieve artificial vision. Several studies have been

carried out to reveal the physiological features of RGCs in different species. Although there

is a disparity in neural circuits of different species, the basic structure of the visual system is

similar in most mammals. Therefore, investigating the visual system of animals such as mice

can enhance our understanding of the retinal organization and may help us for developing the

newer generation of retinal prostheses.

RGCs can be classified either functionally and morphologically [56]. In the earlier stage of

visual neuroscience studies ganglion cells were usually classified subjectively into ON, OFF

and ON-OFF according to their response to flash light stimulation. Each cell type could be

categorised as a transient or sustained cell based on their response patterns[57]. In 2003,

Carcieri et al. suggested a quantified clustering algorithm based on response properties such

as latency, duration, and amplitude of mouse RGCs responses [58]. By classifying cells using

putative features, they reported five different ganglion cell classes. In 2006 Segev et al. divided

salamander ganglion cells into six functional classes. They showed that six broad cell types can

be recognized by using the information revealed by the temporal dynamics of their receptive field

[59]. Two years later Zeck et al. clustered rabbit RGCs into nine different clusters based on the

information coded in inter-spike interval timing [60]. In 2010 by using Multi-Electrode Arrays

(MEA) recordings, Farrow et al. classified mouse RGCs into 12 functional types based merely on a
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physiological basis [61]. Advancements in machine learning and cell imaging techniques allowed

researchers to perform more elaborated classifications that lead to the detection of new cell types.

In 2016 Baden et al., by recruiting both anatomical and physiological features, reported more

than 30 different ganglion cell types in mouse retina [16].

Although these studies give us a deeper insight into retinal circuits’ structures, we should

notice that most of the studies aim to characterize RGCs through visual stimulation. For the

development of retinal prostheses, in addition to visual-induced activities, we need to be able to

predict the retinal circuit’s behavior to electrical stimulation. To this end in our experimental

design, we applied both visual and electrical stimuli. Since the study carried out by Baden et

al. was the most comprehensive work on the functional classification of mouse retinal ganglion

cells when this project began, we used their result as a reference for our clustering. By applying

unsupervised clustering on 2-photon calcium imaging data of about 11000 cells and using

anatomical criteria, Baden et al. showed that the mouse retina has more than 30 different

functional outputs. They presented four visual stimuli including a full-field chirp to assess the

temporal frequencies and contrast preference, a moving bar stimulus to examine the degree of

direction selectivity, a binary noise to extract cell’s receptive field, and a blue/green full-field

stimulus to characterize chromatic sensitivity of RGCs. They also used immunohistochemistry

to detect displaced Amacrine Cells (dACs) as well as RGCs. In addition to that for a few RGCs,

they performed a simultaneous recording of Ca2+ and spike activity to estimate the kernel

that transforms spike data into calcium traces. For clustering RGCs, at first, they performed

unsupervised clustering and used sparse principal component analysis (sPCA) to extract light-

induced features. Direction-Selective (DS) and non-direction-selective cells were first separated

and then clustered independently. Afterward, for clustering cells into different groups, they

collected all extracted features and applied a mixture of Gaussian models to them. In addition to

functional clustering, they performed post clustering to identify dACs and alpha RGCs with large

soma. Finally, their method clustered cells into 46 groups. Including 32 RGC types and 14 dACs

groups [16].

In this chapter, the main goal is to classify each RGC into one of the 49 RGC clusters defined

by Baden et al. and afterward, assess cell activity in response to white noise electrical stimulation.

Baden et al. performed a calcium imaging technique to record the neural activity of the retina.

We used a similar set of visual stimulation, however, since our recording was performed with

the microelectrode array, to match our data with their recordings we needed to transform

electrophysiological signals into pseudocalcium traces before performing clustering. The following

chapter describes in detail the method used for converting spiking data into pseudocalcium

traces. For electrical stimulation, we used a white Gaussian noise that gives us the privilege of

estimating electrical input filters of stimulated RGCs using the STA method. This offers us the

opportunity to assess the electrical preference of the classified cells. Clustering was performed

based on visual induced activity. To this end, after estimating pseudocalcium traces from spiking
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activity we assigned each cell to one of the defined clusters of the Baden et al. based on their

response similarities (see figure 2.1).

Figure 2.1: Schematic of the proposed workflow for clustering RGCs.

2.2 Materials and Methods

2.2.1 Retinal preparation

C57BL/6 mice were housed under standard white cyclic lighting and had free access to food

and water. All procedures were done in accordance with the ARVO statement for the use of

animals in ophthalmic and visual research; and experiments were approved by the Tübingen

University committee on animal protection (Einrichtung für Tierschutz, Tierärztlicher Dienst und

Labortierkunde). Animals were anesthetized with isoflurane and killed after cervical dislocation.

After making a mark on the cornea with a heat pen, eyes are pulled out carefully and kept in

carbogenated (95% O2, 5% CO2) Artificial Cerebrospinal Fluid (ACSF) solution [42]. Heat marks

on the cornea allowed us to hold down the scissor’s tip and cut it and pull out the lens. This

detaches the retina from RPE and makes it ready for recording. The optic nerve is then cut and

before placing the retina on MEA (Multichannel Systems; Reutlingen, Germany) the invisible

layer of Vitreous humor is removed and the retina is cut into two parts. The retina is then laid

on the MEA with their ganglion cell layer facing electrode tips. A teflon chamber covered with a

dialysis membrane is put on the retina to keep it fixed on the MEA. Appropriate conditions in

terms of pH level, oxygenation, temperature, and nutritional requirements were ensured via a

pump continuously perfusing the tissue with artificial cerebrospinal fluid. The dialysis membrane

on the teflon ring is penetrable and allowed the retina to receive fresh ACSF solution conditions

to keep them alive and responsive as long as possible [62].

2.2.2 Visual stimulation

For light stimulation, we focused a developer module projector (DLP® LightCrafter 4500, Texas

Instruments) through a custom light path of lens, mirror, and condenser onto the MEA. Stimulator

intensity (as photoisomerization rate, 103 P*/s/cone) was calibrated to match the previous Baden
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et al. 2016 study as closely as possible with the white stimulus set close to 3x104 P*/s/cone

photoisomerization rage for mouse UV- and M-cones and the black stimulus set close to 104

P*/s/cone. A steady mean illumination 2x104 P*/s/cone was present during the electrical stimuli

and remaining recording period to maintain the adaptation state. For all experiments, the tissue

was kept at a constant intensity level for at least 30 s before light stimuli were presented.

Visual stimuli including chirp, moving bar color, and noise, were adapted from Baden et al

[16]. The chirp stimulus consists of two sinusoidal modulations, one with increasing frequency

and one with increasing contrast; drifting bars with horizontal bars at 15 locations, vertical bars

at 10 locations, and diagonal bars at 17 locations for each diagonal axis, bar size was 1000 x 300

µm with the centers of adjacent bars separated by 200 µm; full-field color flashes for 3 sec each

in a sequence of blue, black, green, black. In addition to Baden et al. stimuli, a full-field flash

stimulus with 2 seconds light on followed by a 2 sec light off period is used for all experiments.

Each block of flash stimulation includes 20 repetitions (figure 2.2).

2.2.3 Electrical stimulation

After visual stimulation, one electrode from the site of the MEA with maximum activity was

chosen for electrical stimulation. An STG4000 Series (MCS, Reutlingen, Germany) stimulus

generator was used for electrical stimulation. Electrical signals are applied from the ganglion

side of the retina through one of the 59 MEA electrodes.

Electrical stimulus was adapted from the previous work of Sekhar et al [5]. The amplitude was

drawn from white Gaussian noise with a mean of -800 mV, SD of 35% (280 mV), with 100-second

duration. 1 ms monophasic cathodic rectangular voltage pulses with 39 ms intervals that give

a stimulation rate of 25 Hz were used for stimulation. By setting the amplitude of most pulses

subthreshold, we were able to examine the integrative filters of the network. We used the 10 msec

lockout after each pulse to eliminate direct responses such that only indirect responses remained..

Using this stimulus Sekar et al. were able to extract the electrical STA of different RGC types

[4, 55]. The number of trial repetitions varies between 15 to 36 for different experiments (figure

2.2).

2.2.4 Recording System

The extracellular activity of cells recorded by Multi-Channel Systems 60 standard MEA with 30

µm electrode tips diameter and 200 µm spacing. The sampling rate was set at 50 kHz and signal

amplification was performed with a Multichannel system amplifier in two phases with a total

gain of 1100. Data are monitored and stored on the PC equipped with MC-Card data acquisition

hardware and MC-Rack software (figure 2.2).
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Figure 2.2: Recording setup and visual and electrical stimuli with number of repetitions for
each stimulus. Top: experimental setup for recording extracellular activity of retina (figure from
Hosseinzadeh lab, Leipzig). Bottom: Visual stimuli derived from Baden et al. including Chirp (10
rep), Moving-Bar (2 rep) and Color (15 rep). Electrical stimulus is a white Gaussian noise drawn
from Sekhar et al (30 rep).

2.2.5 Data pre-processing and unit selection

Pre-processing includes three steps: filtering, spike detection, and spike sorting using Offline

Sorter (Plexon Inc., TX, USA). After high pass filtering raw data through a second-order 300Hz

Bessel filter, sharp negative deflections, whose standard deviations from the mean were beyond

-5, were considered as events (Action Potentials). These events clustered later into different units

using T-distribution Expectation-Maximization(TEM). Ultimately, sorted clusters were visually

inspected and manually resorted if necessary. During the inspection step, criteria such as spike

waveform and inter-spike interval histograms were used to remove low-quality clusters or to

merge similar clusters.
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2.2.6 Spike Triggered averaging

In the early stage of visual electrophysiology studies, visual stimuli such as moving bar or gratings

were widely used for probing response features of the stimulated neurons. However, constraints

such as adaptation and the limited stimulus manifold, resulted in inferior estimation of the

receptive field. Therefore white Gaussian noise was suggested as an alternative stimulus[55].

Although white Gaussian noise is a common tool to estimate the parameters of the unknown

system in the field of linear system identification, the applicability of this method in neural

systems has been a matter of debate because of the nonlinear properties such as saturation

and spike threshold. In 2001 Chichilinsky et al. implemented a method of white noise analysis

applicable to neural systems despite their nonlinearities [63]. This approach assumes that spikes

generated by a neuron originate from a generator signal that is shaped by the linear combination

of its temporal and spatial visual inputs. In this approach the expected response ’R’ of a neural

system to the stimulus can be stated as the average number of spikes ’f ’ in a time bin after

stimulation:

R(s)=< f |s >=∑
f

f P( f |s)

∑
f represents the average over different repetitions. In other words the relation between stim-

ulus and response can be written as R(s), the linear combination of stimulus ‘s’ with corresponding

weights ‘w’ that represents the neuron’s selectivity to a given stimulus:

R(s)= N(w.s)

The inner product of each ‘w’ vector with ‘s’ makes its generator signal. N(.) is the nonlinear

function and adds the nonlinearity part of the neuron to this architecture. To find the stimulus-

response relationship R(s), Chchilinsky et al. suggested using the well-known method STA that

is the average of stimuli preceding all spikes.

f (x)=
∑T

t=1 st f t∑T
t=1 f t

For large recording time, one can rewrite it as:

a = < s f >
< f > = 1

< f >
∑
s

∑
f

s f P(s& f )= 1
< f >

∑
s

∑
f

s f P(s)p( f |s)= 1
< f >

∑
s

sP(s)
∑
f

f P( f |s)

= 1
< f >

∑
s

sP(s)R(s)

Therefore, one can show that ‘a’ is proportional to ‘w’, which means STA can explain the

linear part of the model [63].
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2.2.7 Estimating calcium traces from spiking data

After processing data, we have the binary vectors of spike times. Since the classification of our

reference paper is performed by calcium traces we need to estimate the Ca2+ from spiking

activity before clustering. This is done by convolving spiking activity of the cells with a time

kernel estimated from simultaneous recording of Ca2+ and spiking binary data [16]. This kernel

is drawn from the Baden et al. study. They computed it by averaging over Ca2+ events triggered

by spikes for six cells [16]. The kernel then was up-sampled to match with the 50khz sampling

rate. Convolution of this kernel with binary spiking data will give pseudocalcium traces that can

be used for clustering (figure 2.3).

Figure 2.3: Sample raw data and equivalent Pseudo-calcium trace. (a) 100 ms of filtered voltage
recording excerpted from d. (b) Average of extracellular action potentials (mean+/-SD). Dashed
lines highlight baseline and peak. (c) OGB kernel. (d) 11 s sample of filtered data from an ON
cell in response to the cycling flash stimulus. (e) Rastergram of spike times for this cell (note
excluded spikes around 25 s assigned to a different cell). (f) Pseudocalcium trace produced by
convolving the rastergram e with the OGB kernel c.

2.3 Results

2.3.1 Removing noisy units

In the first step of analysis, the electrical activity of 892 mouse RGC from 9 retinas were used for

this study. Since many recorded RGCs do not reflect sufficiently strong stimulus-driven activity

we removed them before clustering data. This was done by dividing the average of response

variances across trials over the overall variance of responses. The variance was calculated for

100ms time binned Poststimulus Time Histograms (PSTHs) of the chirp dataset across 10 trials.
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Then the overall variance of the flattened data of all 10 trials was calculated and divided by

the average of variances of each trial. We expected a response variance smaller than the overall

variance for stimulus-driven data and excluded the cells with a variance ratio less than one from

analysis, leaving 653 RGCs for classification (figure 2.4).

2.3.2 The estimation of pseudocalcium traces

The spike train data then were convolved with the time kernel to estimate pseudocalcium traces

of all units (figure 2.3). The estimated pseudocalcium traces were normalized similar to Baden et

al. and for each cell, the median of recorded trials was used for clustering. Baden et al used sPCA

as a feature extraction method. By using the sPCA we projected the data onto the feature set

provided by Baden et al. For most of the cells, we were not able to estimate the linear kernels

of visual noise stimulation. Therefore, since the recorded data from noise stimuli did not have

proper quality they were excluded from the analysis. For other stimuli, the dimension of the

feature set was similar to Baden et al. Which includes 20 features from Chirp, 6 from color, 8

features from the Moving bar, and 4 features from its derivatives [16]. This yields a 38-dimension

feature space for classifying.

Figure 2.4: Distance matrix of data and pseudocalcium traces of chirp stimulus. (a,b) distance
matrix before and after clustering. (c) Pseudocalcium traces of chirp data excluded from analysis.
(d) Pseudocalcium traces of chirp data after removing data in c. (e) comparing cell numbers per
cluster for our data versus reference data.

2.3.3 Assigning pseudo-calcium clusters to the calcium clusters

In order to assign cells to one of the 75 clusters of the reference dataset, we computed the

Euclidean distance between the projected data of our recordings and reference data. Each cell
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was assigned to the cluster with maximum similarity. We also performed clustering by computing

the distance matrix of the calcium traces of two datasets, but the clustering results were quite

similar (results are not shown). After initial clustering, we realized that the time kernel that we

used produced pseudocalcium traces and was more transient than real calcium traces and many

clusters that represent the cells with sustained activity were not detected. Therefore, we doubled

the duration of the time kernel and performed the clustering again. The results of clustering

are shown in figure 2.5. This plot shows the first 49 clusters corresponding to 32 RGC groups

defined by Baden et al. The method was able to detect 26 of 39 ’certain’ RGC clusters ( 70%). We

also observed 2 of 10 ’uncertain’ RGC clusters defined by Baden et al. (clusterss 40-49), thus,

57% of the RGC clusters were matched. However, most of the clusters that correspond to OFF

sustained cells (group 4 and 5) failed to match our data. One of the missed categories is alpha

cells. These cells were re-clustered based on their soma size in the Baden study [16]. At the end,

we assigned the clusters into groups according to Baden’s definition. The algorithm could detect

23 of 32 defined RGC types (72%) (figure 2.5, middle column). The clusters containing dACS

(50-57) and noisy data (76) are not shown.

2.3.4 The impact of sample size in clustering quality

In order to test the effect of sample size in clustering quality, we also performed analysis on a

larger dataset including 2303 stimulus-driven cells recorded from 29 retinas (figure 2.5, right

column). Despite a drastic increase of cell numbers, the number of detected clusters increased

slightly. Compared to the smaller dataset only five more clusters (9,39, and 43-45 ) of certain

RGCs were detected. All of these clusters were generated from the activity of a very small faction

of RGCs(<1%). This shows that the shortcoming in the detection of some clusters is not caused by

the lack of enough data, rather the intrinsic limitation of the proposed classification method.
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Figure 2.5: Clustered RGCs. Left; reference data, middle; dataset with 653 cells, right; dataset
with 2303 cells. Most of the OFF sustained cells were not detected (clusters 3-8). Increasing data
samples from 653 to 2303 cells did not change the clustering results significantly.

2.3.5 Electrical input filters

As was mentioned earlier, in addition to light stimulation we used white Gaussian noise to

electrically stimulate the retina via epiretinal configuration. This allows us to estimate the

electrical input filter of each cell using the STA method. To assess network mediated activity the

direct responses were removed by excluding the first 10ms of data after stimulus onset and then

the STAs were computed. Figure 2.6 shows the visual and electrical properties of a sample OFF

cell. The electrical STA of this cell has a downward peak before time zero. This cell is assigned

to cluster 10 (type 7) of Baden’s defined clusters which corresponds to the OFF transient. The
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vertical lines in the spike rates (C) and (G) show high reliability of the response to both electrical

and visual stimulation. Figure 2.7 shows the activity of a cell with positive STA. This cell is

assigned to cluster 28 (type 19) which corresponds to ON transient large cell.

Figure 2.6: Electrical STA of a sample OFF RGC. (A). PSTH of the light-evoked activity of the cell
classified as type 7 OFF transient. (Order of visual stimuli is as figure 2.5). (B) Scaled average
over PSTHs of 30 repetitions of electrical noise stimulus (notice that y axes show stimulus and
response amplitudes). (C) Spike raster of 25 repetitions of electrical noise stimulus, each 100
second duration. (D) Electrical STA shows a negative peak before time zero. (E) Spike raster of
electrical noise stimulation for each individual stimulation (sorted based on the amplitude of
stimulus voltage). First 10 ms of data was removed to exclude direct spikes in estimation of STA.
(F-H) Spike raster of flash, chirp, and color stimulus respectively.

2.3.6 Clustering electrical STAs of RGCs

Since for each experiment, only 1 of 59 electrodes was used for stimulation, mostly the channels

in close proximity of the stimulation electrode show a meaningful STA. Therefore, to find the

electrical input filter of each cluster we applied the clustering only on the units with significant

electrical STAs. The criteria to test the significance of STAs was drawn from Sekhar et al. study

[5]. In this approach, the positive and negative peaks of each STA are computed and their

significance is tested against the hypothesis that they come from a distribution with similar

mean and variance of the baseline signal using a z-test method (alpha=.001). Cells without

significant STA were excluded from analysis, leaving 792 units for final clustering (figure 2.8).

After clustering data based on the light-evoked activity of the cells, the average of STAs was
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Figure 2.7: Electrical STA of a sample ON RGC classified as type19 (ON trans, large). Legends
are as figure 2.6.

computed for each cluster and the significance test was performed in a similar way for positive

and negative peaks. The results are shown in the right column of figure 2.9.

Clusters 2, 10, 11, 14, 16 , 17, 18, 23 and 37 reflect electrical STAs with negative peaks. In

Baden et al.’s definition, these clusters respectively correspond to ‘OFF DS’, ‘OFF sust’, ‘OFF

alpha trans’, ‘ON-OFF local-edge W3’,’ON–OFF local’, ‘ON–OFF DS 1’, ‘ON local trans OS’, and

’ON slow’. 7 clusters of the 9 mentioned clusters contain an OFF visual response. This shows that

there is a relative correspondence between cells with OFF visual response and their electrical

input filters. Moreover, for ON RGCs also we can see a similar effect. Clusters 21, 22, 24, 25, 26,

28, 29, 30, 33, and 40 show STAs with positive peaks. These clusters respectively correspond to

‘ON step’, ’ON DS trans’, ‘ON local trans OS’, ‘ON local trans OS’, ‘ON trans’, ‘ON trans large’,

‘ON high freq’, ’ON low freq’, ‘ON mini alpha’ and ’ON DS sust. 3’ according to Baden et al.’s

definition. All putative clusters correspond to ON RGC subtypes which show the correspondence

between ON cells and their electrical profiles. These results are in agreement with the previous

report of Sekhar et al [4]. The mentioned study reported the correspondence between ON and

OFF cells and their electrical STAs but their hypothesis made no prediction for ON-OFF cells.

This may explain why some clusters with significant STAs (1, 15, 20, 36, 41) have shapes different

from normal upward or downward STAs. These clusters probably contained both upward and

downward STAs but their final STAs are disrupted after averaging.
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Figure 2.8: Distance matrix and electrical STAs of individual cells. (A, B) Distance matrix before
and after clustering. The matrices demonstrat the euclidean distance between the pseudocalcium
traces of each cell with calcium traces of reference clusters.(C) Heat map of non-significant STAs.
(D) Significant STAs before exclusion of noisy data. (E) comparing cell numbers per cluster for
our data versus reference data.

2.4 Discussion

The main purpose of this chapter was to classify MEA based extracellular RGC recordings by

matching them with calcium traces and then assign them to one of the 32 clusters defined

by Baden et al [16]. Using spike-triggered estimated calcium kernels provided by Baden et al.

we were able to transform extracellular electrophysiology recordings to pseudocalcium traces.

Although the method failed to detect all defined clusters, especially clusters corresponding to cells

with the sustained activity, we were able to assess visual and electrical profiles of the majority of

32 defined RGC types.

2.4.1 Subthreshold Calcium Signals

We speculated that failing to detect all defined clusters is mainly due to the lack of subthreshold

signals in pseudocalcium data estimated from spiking activity. The calcium imaging technique is

able to capture subthreshold activities caused by low contrast or high-frequency stimulation of

chirp stimulus. These subthreshold activities however, were absent in spiking recordings and

missed in transformed pseudocalcium traces. We found that most of the clusters in reference

data with sustained activity were not detected (e.g. clusters 5-9 and 32), also some of the detected

clusters reflected chirp responses with noticeably more transient dynamics than the reference

clusters(e.g. clusters 14 and 40).
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Figure 2.9: Visual responses of 792 Classified RGCs and their corresponding electrical STAs.
Left; response to visual stimulation. Right, average of electrical STAs for each cluster. Red points
denote a significant deflection in averaged STA (alpha=.001)
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2.4.2 Cluster Misassignment

Another reason for having a high number of misassignments is that our data were limited to

physiological signals whereas in the Baden et al. study other features such as cell size were used

for clustering. For example alpha cells and displaced amacrine cells were re-clustered based on

their soma size and staining information after physiological clustering [16]. Since we used the

information of all 75 clusters of reference data including ACs clusters, there was the possibility

to assign RGCs to ACs clusters or vice versa. For example, only 1% of our data was assigned to

the ON-sustained RGC clusters 31 and 32, however about 17% of our RGCs were assigned to

ON-sustained amacrine cell clusters.

2.4.3 Direction Selectivity

To ensure that all 8 directions are presented to all recording electrodes we applied the moving

bar drifting over the MEA. However, drifting bars were not always centered on the recording

electrodes. Therefore, we used the information of 3 closest bars to the recording electrode. In

addition to that for each electrode we had to compute the hitting time of the drifting bars to align

their responses. Additionally, based on the type of the recorded cells the receptive field size could

be different, a parameter that was not included in computing the hitting times. These limitations

caused the imperfect alignment of the responses. Also, with only 2 or 3 repetitions of bar stimulus

for each location the averaged data were too noisy to detect a reliable direction selectivity index.

2.4.4 Electrical profiles

Ultimately, we examined the electrical profiles associated with each of the 26 clusters matched

to reference clusters. As we expected and in agreement with previous reports many clusters

had consistent electrical input filters for ON and OFF types [4, 52, 54]. We showed that 7 out of

9 clusters with negative input filters come from the OFF or ON-OFF types of the RGC family

and all 10 clusters with positive electrical input filters belong to one of the ON subtype RGCs.

Furthermore, we observed that within-class diversity in latency and duration of electrical profiles

of ON and OFF cells, although we did not quantify them. These results affirm our hypothesis that

different RGC types can be characterized based on their electrical input filter. However, owing to

the shortcomings in our classification method such as missed clusters or wrong assignment of

some clusters we decided to re-do clustering using a different clustering framework.

In the next chapter we will apply a hierarchical clustering on a spike-based distance metric

proposed by Jouty et al. [64]. This gives us the opportunity to detect and examine the clusters

that were not detected by the current clustering paradigm. In addition, it allows us to reproduce

the known clusters and ascertain the correspondence between their visual and electrical profiles.
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CLASSIFYING RGCS BASED ON SPIKE DISTANCE METRICS

3.1 Introduction

The shortcomings in clustering RGCs based on pseudocalcium transformation urged us

to search for alternative methods. To minimize errors that come from the presumptions

in finding optimum parameters for clustering and to avoid inconsistency between results

achieved by different methods we decided to apply a nonparametric method for clustering [65].

Spike distance-based clustering has shown to be an effective method for clustering spiking ac-

tivity of RGCs in different species like mouse and salamander [59, 64]. Kreuz et al. suggested

a parameter-free and scale-independent method for the detection of spike synchrony by using

information collected from Inter Spike Intervals (ISI) of instantaneous firing rate [65]. Using

information encoded in spike distance, they introduced two complementary measures for com-

puting response dissimilarity profiles; ISI-distance that captures local dissimilarity based on

firing rate pattern and SPIKE-distance that measures the dissimilarity profile using differences

in spike timings [65, 66].

Depending on the application, each of the two mentioned measures can be used to find

dissimilarity profiles of neurons. Jouty et al. proposed a nonparametric method for clustering

RGC data recorded by high dense MEA using ISI-distance and SPIKE-distance measures [64].

The advantage of nonparametric clustering is that no search for hyperparameters such as feature

representation’s dimensionality is required. Using synthetically generated ground truth data,

with biological variability, they showed that their method performs the clustering well and is

robust to noise. Moreover, the fact that this approach is optimized for clustering cells that are

simultaneously stimulated by the same stimulus makes it effective for clustering MEA recordings

[64].
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PCA-based clustering used in the previous chapter was dependent on the PSTH bin size as

well as shape and duration of the OGB kernel used for generating pseudocalcium data. This

method does not require these parameters and only implements the information coded in spike

times by calculating the spike distance matrix. Furthermore, binning limits time resolution.

Since this method does not apply, binning the time resolution is maximized [64].

In addition to studying the response properties of wild-type retina, in this chapter, we will

assess the electrical properties of degenerated retina by performing similar experiments on rd10

mouse models with the intention to deepen our understanding of the neurophysiological behavior

of the healthy and degenerated retinal circuits during electrical stimulation. Furthermore, by

performing pharmacological manipulations on the degenerated retina during the experiments,

we aim to elucidate the mechanism by which upward and downward input filters are generated.

3.2 Method

3.2.1 ISI distances

ISI distances measure is the ratio of instantaneous rates of a pair of spike trains. The measure is

set to be zero during the iso-frequent period and inclines to +1 or -1 respectively if the firing rate

of one of the spike trains increases and the other decreases or vice versa [67]. To compute this

measure, the instantaneous distance of each time instance, with the closest spike times occurring

before and after that, is computed for each pair of spike trains [66]. In the second step I(t); the

ratio of distances for each pair of spike trains over time is evaluated. Finally by summing over

the absolute value of I(t) the spike-weighted ISI-distance is computed as follows:

xisi(t)= min(tx
i |tx

i > t)−max(tx
i |tx

i < t) tx
1 < t < tx

M

yisi(t)= min(ty
i |t

y
i > t)−max(ty

i |t
y
i < t) ty

1 < t < ty
M

I(t)=
xisi(t)/yisi(t)−1 i f xisi(t)<= yisi(t)

−(xisi(t)/yisi(t)−1) else

Ds
I =

M∑
i=1

|I(ti)|.

Where xisi(t) and yisi(t) represent the instantaneous isi distance at the timestamp t for each

spike train, and M is the number of spikes, i refers to each spike. ISI-distance can quantify the

neurons’ spiking (dis)similarities. However, it is not optimized to detect the fraction of coincident

spikes that is prevalent in some neural circuits, such as the visual cortex and retina [67]. In

order to overcome this issue, Kreuz et al. proposed a new measure called SPIKE-distance. This

measure keeps the advantages of ISI-distance, i.e., to be parameter-free and have an adaptive

time scale with a focus on spike timing [67].
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3.2.2 SPIKE-distance

To compute SPIKE-distance, the previous and the following spike times are detected for each

time instant using the following formula [66]:

t(n)
P (t)= max(t(n)

i |t(n)
i ≤ t) t(n)

1 ≤ t ≤ tn
Mn

t(n)
F (t)= max(t(n)

i |t(n)
i > t) t(n)

1 ≤ t ≤ tn
Mn

where n is the number of spike trains. Then the time interval between two spike times is

computed as follows:

xn
isi(t)= t(n)

F (t)− tn
P (t)

In the next step, the distance between the previous and following spike time pairs is calculated

as follows:

∆tP (t)= t1
P (t)− t2

P (t)

∆tF (t)= t1
F (t)− t2

F (t)

Finally, the SPIKE-distance S(t) will be defined as follows:
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Similar to ISI-distance, this measure evaluates the instantaneous (dis)similarity time profiles

of each pair of spike trains. Figure 3.1 shows the comparison of Spike-distance versus ISI-Distance

for multivariate artificial spike trains. In the first half of the spike trains plot, there are some

synchronised spiking events (samples 400,800 and 1200) with noisy background and in the second

half, there are spiking events with less noise in the background. An ideal measure of synchrony
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should be able to report the synchronised events regardless of the background noise. Figure 3.1

shows that for this sample data the SPIKE-distance metric can track the spike train synchrony

faithfully during the noisy period by showing a reduction in the SPIKE metric, whereas the

dissimilarity index is increased for ISI-distance metric during the same time period.

Figure 3.1: Evaluating ISI-distance and Spike-distance for synthetic data. First row shows the
artificial spike trains. Second row shows the PSTH. Third row represent the instantaneous value
of ISI-distance (Lower values represent higher synchrony). Last row illustrates the instantaneous
value of Spike-distance and shows that this measure outperforms in detecting spike synchrony
in presence of the noise. Synthetic data and plots are generated by SPIKY toolbox (Kreuz et al.
2015).

To assess the validity of the ISI and SPIKE-distance on our data we computed the measures

for three sample neurons with different patterns of activity in response to identical stimuli (figure

3.2). For stimulus-driven cells with lower background noise and a higher level of synchrony, both
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ISI and SPIKE-distance metrics had smaller values for either full-flash and chirp data. This

implies that in addition to the separation of stimulus-driven cells with different patterns of

activities the measure is able to distinguish noisy data as a separate cluster. Figure 3.2.A shows

a stimulus-driven cell with background noise. Compared to (B) which is less noisy, both distance

measures are higher for cell (A); Respectively 0.45 and 0.25 versus 0.38 and 0.17 for ISI and

SPIKE-distances. Figure 3.2.C shows the activity of a noisy unit in response to chirp stimulus.

The value of ISI and SPIKE-distance are highest for this unit; 0.51 and 0.29 respectively, which

reflects the low synchrony across trials. The three plots in the right column (D, E, F) show similar

results for flash stimulus.

After computing, ISI and SPIKE metrics the distance matrix was computed for all single cell

pairs. Since the measures fulfill the requirement of non-negativity and symmetry, agglomerative

clustering can be implemented to construct a dendrogram for hierarchical clustering [64]. In this

method, each unit is considered as a separate cluster, then iteratively, and based on a variance

constraint the clusters are merged to reach the best result. In order to set the dendrogram cut-off

point, different criteria can be used. Similar to Joutyet al. we used two measures to estimate

cluster numbers. At first, we computed a measure called the gap statistic. This measure uses the

shuffled distance matrix as a random surrogate data and compares it with clusters computed by

agglomerative clustering [64, 68]. It has been reported that gap statistics can be too conservative

in terms of cluster numbers for data with higher variability [64]. In addition to that, we also

computed the Adjusted mutual information [69] as a consensus method to estimate the valid

number of clusters.

Additionally, t-distributed Stochastic Neighbor Embedding (t-SNE) was used to assess the

quality of clustering. This measure plots the two-dimensional embedding of high dimensional

data using non-linear transformation. [70].

3.2.3 ON-OFF bias index and direction selectivity

The ON-OFF bias index was computed based on the Carcieri approach [58]. This method uses

the spiking activity of neurons to show the relative amplitude of ON and OFF responses and is

computed as follows:

OOi = 〈rON〉t −〈rOFF〉t

〈rON〉t +〈rOFF〉t

Where 〈rON〉t and 〈rOFF〉t are spike numbers during light on and light off periods respectively.

This measure was not used for clustering and used to evaluate the performance of the clustering

method [64].

Direction Selectivity Index (DSI) was computed according to the Jouty et al. approach [64]. In

this approach, the relative maximum firing rate is computed for each of the 8 directions and then

transformed to a vector that represents each direction. Two first eigenvalues of the vector are

used to compute the DSI index:
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Figure 3.2: ISI and SPIKE-distance metrics for three sample neurons in response to chirp (A, B,
C) and flash (D, E, F) stimulus. Each sub-plot shows the spike raster, PSTH , ISI-distance and
SPIKE-distance respectively from top to bottom.
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DSi = 1− λ1

λ2

3.3 Results

3.3.1 Clustering healthy mouse retinal ganglion cells.

The electrical activity of 2632 detected units from 22 wild type C57Bl/6 mouse retina recorded

with 60 channel MEA (see method), was used for clustering. Only units with a significant STA

were used for clustering. To test the significance of STAs, the null hypothesis that the data came

from a normal distribution was tested using Python normaltest function. The units with a p-value

>.001 are considered as non-significant STAs. This left 476 cells with significant STAs. In the

next step, the ISI histogram was computed for all cells. Cells whose average of ISI were two-fold

larger than the σ (standard deviation) of all data were considered as outliers. In addition, the

Pearson correlation between full-field flash stimulus and PSTH was computed for each cell. Only

cells with a correlation value higher than 0.1 were included for clustering. Ultimately, similar

to chapter two, the ratio of the average of variance across trials to the variance of the whole

responses were computed. Cells with a variance ratio less than one were used for final clustering.

This yields a total number of 269 cells for analysis (figure 3.3).

Figure 3.3: Distribution of variance ratio, Direction selectivity and ON-OFF bias index. (A)
Distribution of variance ratio of wild-type data. Units with Variance ratio >= 1 excluded from
analysis. (B) distribution of DSI index for wild-type data. Higher values reflect more direction
selective cells. Blue, all recorded units. Orange, data included for final clustering. (C) Distribution
of ON-OFF bias index computed from full-filed flash data.-1 indicates OFF preference, +1 indicates
ON preference, and zero reflects no preference. Blue shows the occurrence rate for all units,
Orange shows the occurrence rate of the units that included for final clustering.

3.3.2 Clustering

As mentioned earlier we used the RGC clustering toolbox provided by Jouty et al. (https:

//github.com/mhhennig/rgc-classification). Clustering was performed in two modes. In

the first step, clustering was performed based on light-evoked responses and the corresponding
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electrical STA of each cluster was assessed. In the second step, the estimated STAs extracted

from electrical noise stimulation were used for clustering. Results of the first step will help us

to detect different RGC types and see their corresponding electrical input filters. The results

of the second step helps us better address the diversity of electrical profiles and evaluate their

corresponding visual characteristics.

Spike distance-based information collected from full-field flash, color, and chirp stimuli were

used for clustering light-evoked activity recordings. For electrical induced activity, hierarchical

clustering was performed on 1 sec from temporal STA’s before time zero (−1≤ t ≤ 0 (sec)).

Extracting the gap statistics of the Jouty et al. dataset showed a peak at 17 clusters. Applying

this measure to our data (the light-evoked activity of healthy retina) yielded values between 9 to

13 for different visual stimuli (figure 3.4.A). Since the number of clusters was much smaller than

the 32 clusters suggested by the reference study of Baden et al., adjusted mutual information

was used as an alternative metric as it was suggested by Joutyet al. [64]. They compared mutual

information of ISI and SPIKE distance and reported that the highest cluster number can be

achieved by SPIKE-distance metric with peaks on 17 and 28 clusters for full-field and chirp

data respectively. After assessing the confusion matrices and the value of mutual information

for different stimuli across different cluster numbers they finally chose the SPIKE-distance

metric as an optimum metric for final clustering. Extracting adjusted mutual information of

SPIKE distance for our data showed peaks at 4 and 18 for full-field and chirp data respectively.

After combining all three stimuli (full field flash, chirp and color) adjusted mutual information

metric peaked at 37. Ultimately by considering the 32 as a reference cluster number, the overlap

between clusters obtained with ISI-distance and SPIKE-distance metrics, and visual observation

of obtained clusters, we set cluster numbers at 37 for clustering visual-induced activity of the

healthy retina (figure 3.4).

Figure 3.5 shows the result of the clustering that includes light-evoked responses to full

field flash, chirp, and color stimuli as well as the distribution of DSi index and electrical input

filter profile for each cluster. The average PSTH of corresponding clusters are shown in each

row (binsize=20ms). Despite applying strict criteria for removing noisy units, there are still

some clusters with a high level of noise in their light-evoked responses and might not reflect the

activity of a specific RGC type. A similar observation was reported by Joutyet al. indicating that

this method can sort noisy data in a separate cluster.

Assessing chirp responses reveals that different light-evoked patterns with diverse temporal

kinetics and contrast sensitivity are detected by the algorithm. The dendrogram is colored based

on the ON-OFF bias index (red=ON, green=OFF). This helps us see how well ON and OFF cells

are separated using this clustering paradigm. The dendrogram organization loosely correlates

with the ON/OFF index with green toward the OFF end and purple/red toward the ON cells.

Since in this study we aimed to characterize the electrical properties of RGCs, we focus on the

electrical profile of each cluster. Clusters 1 to 7 form a sub-branch of the hierarchical tree that
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Figure 3.4: Comparing GAP distance and Mutual information for wild-type retina. A. Gap
statistics of ISI and SPIKE-distance metrics for responses to different visual stimuli (flash,
chirp and combination of flash, chirp and color). The highest value for each dataset is shown
by vertical lines that correspond to optimum cluster number. B. Mutual information between
ISI and SPIKE-distance metrics for different visual stimuli (flash, chirp and combination of
flash, chirp and color). The measure peaked at 4,17 and 37 respectively. C. Cluster overlap after
applying hierarchical clustering on ISI and SPIKE-distance with 4 clusters. D. similar to C for 17
clusters. E. same as C with 37 clusters. F. Distance matrix of clustered unit with 4 clusters using
Spike-Distance. G. same as F with 17 clusters. H. Same as F with 37 clusters.

is dominated by OFF cells. In most of these clusters (1, 3, 5, 6 and 7), we can see a monophasic

downward STA. Clusters 8-10 form another sub-branch of the hierarchical tree with two ON

cells and one ON-OFF cell. The cluster with ON-OFF activity reflects the STAs with a negative

peak. Clusters 11-15 and 16-24 from two other sub-branches and include a mix of ON and OFF

preference mostly with a high level of noise. Among clusters 11 (OFF), 16 (ON-OFF), 17 (ON), and

18 (OFF) that reflect light-stimulus driven activity, clusters 17 (ON) and 18 (OFF) have upward
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and downward STAs respectively. Clusters 25-31 are located in another sub-branch and represent

a mixture of ON, OFF, and ON-OFF preference. Clusters with OFF and ON-OFF activity (25-28,

30) have monophasic downward STAs whereas in ON clusters (29,31) deflections are eliminated

after averaging. Clusters 32-37 shape the last sub-branch of the hierarchical tree. Except cluster

33, the light-evoked activity of the other 5 clusters reflect only the response of the cells with ON

preference (clusters 32, 34-37) in four of them (clusters 32, 34-36) the average of STAs has an

upward deflection.

To get a better look over the visually clustered cells and their corresponding electrical STAs

we sorted representation of clusters based on the ON-OFF bias index value of each cluster(figure

3.6). With this new visualisation it is easier to visually inspect the relationship between RGC

types and their electrical input filters. Almost all clusters with a bias index value smaller than

-0.5 (at the top of the plot) reflects downward STAs. Also, for clusters with the bias index larger

than 0.5 (at the bottom of the plot) three clusters have meaningful STA, with upward STAs. The

other four clusters have a diversity of STAs being averaged, suggesting that the clustering might

not be accurate or that these clusters don’t have a characteristic STA shape. Clusters with the

bias index value closer to zero include cells with ON-OFF preference or noisy data. The average

of STAs for most of these clusters are flat.

As a summary, we observed that many OFF preference clusters have STAs with downward

deflection while none of them showed STAs with upward deflection. Analogously, for clusters with

ON preference, we observed positive STAs. These results confirm previous findings [4, 52–54]

that electrical input filters of ON cells have a dominant positive peak and electrical profiles

of OFF cells show a negative peak. Nevertheless, in the mentioned studies only the electrical

characteristics of two major ON and OFF cell types were elaborated. Although the clustering

framework used in the current work is able to detect a wider range of RGCs, a clear difference

between the electrical profiles of sub-types of ON and OFF cells was not observed. To elaborate

the diversity of electrical STAs in a more systematic way we performed similar hierarchical

clustering on electrical STAs. The results are presented in the following section.

To check the clustering quality, we also plotted the 2d representations of the PSTH of clustered

data using the t-SNE method (figure 3.7). The plots are shown for full-field flash, chirp, and

combination of all stimuli. Each point represents one cell and the color of each point indicates

cluster membership. The distance between points does not necessarily represent the similarity,

but the overall colored structures show the limitation of the area of each cluster [64]. In the right

column of the figure, data points are colored according to the ON-OFF bias index. The spatial

proximity of similar colors indicates that this feature is captured well by the clustering algorithm.

3.3.3 Clustering electrical STAs of healthy retina

To see the diversity of electrical profiles of recorded RGCs we performed agglomerative clustering

on electrical STAs of individual cells. This helps us to figure out to what extent the shape of these
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Figure 3.5: Hierarchical clustering of
wild-type retina RGCs. (A) Cluster den-
drogram of 37 detected clusters based
on adjusted mutual information crite-
ria (see figure 3.4.B). (B, C, D) Respec-
tively, the PSTH of visual-induced ac-
tivity of full field flash, chirp and color
stimuli. Numbers on plots at (C) de-
notes the ON-OFF bias index for each
cluster. (E) Histogram of direction se-
lectivity index. (F) Corresponding elec-
trical input filters of each cluster. Col-
ored traces show e-STA of each indi-
vidual cell. Black trace shows the av-
erage of e-STAs for one cluster. Signifi-
cant deflections are marked with black
asterisks (alpha=0.0001). Pie charts
show the proportion of the neurons
form each recording. Each color in pie
charts represents one retina.
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Figure 3.6: Reordering clustered data based
on ON-OFF bias index. (A-E) correspond to
(B-F) in figure 3.5. Color map is similar to
figure 3.5.
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Figure 3.7: t-SNE plots of PSTHs for different visual stimuli. (A, B, C) Respectively, t-SNE
embedding generated from full field flash, chirp and combination of all stimuli. For these plots
color codes indicate the clusters membership. (C, D, E). t-SNE embedding for the same data in
the left column. For these plots units are colored according to the ON-OFF bias index.

STAs can vary across different units. Also, it allows us to compare the light-evoked activity of

the cells with different electrical input filters. To assess the frequency spectrum of the STAs, the

Power Spectrum Density (PSD) of each STA is computed using the Welch method [71].

The gap statistic metric peaked at 15 clusters for STA data. Hierarchical Clustering of STAs

into 15 clusters divided them into two main branches (figure 3.8). Clusters 1 to 7 form the first

branch. All of them include STAs with a positive deflection prior time zero, we name them upward
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STAs. Inspecting the light-evoked activity of these clusters for full field flash stimulus reveals

a high level of ON preference all with a positive ON-OFF bias index (figure 3.8.C). The same

behavior can be observed for green and blue visual stimuli of color stimulus(figure 3.8.E).

Clusters 8 to 15 are located in the second branch, all of them show a strong negative deflection

before time zero. We name these clusters downward STAs. While clusters with upward STAs

reflect no OFF preference in their light-evoked responses, all clusters with downward STA

include OFF preference in response to full field flash and color stimuli. This indicates a lack of

contribution of OFF cells in generation of upward STAs and a high contribution of OFF cells

in the generation of downward STAs. Different levels of contribution of ON preference can be

observed in clusters with downward STA. For example, clusters 9 and 12 show OFF preference

while clusters 8 and 11 represent the combination of ON and OFF preference. Cluster 5, shows

biphasic STAs. This cluster can be assigned to a separate group named biphasic upward STA.

The ON-OFF bias index value of the cluster is 0.19, which is much smaller than the other cluster

with upward STA.

The average of PSDs of STAs of each cluster is shown in Figure 3.8.G. For most of the clusters

the PSD has a peak at the frequency range smaller that 3 Hz, whereas the clusters with more

biphasic shape STAs (clusters 5 and 6) show a peak at higher frequencies (4.4 Hz and 3.6 Hz

respectively). It is worth noting again that this clustering is done only based on electrical STAs

and none of the visual features were included for clustering. Table 3.1 shows the frequency of the

peaks of PSDs and the bandwidths at 50% of PSD for 15 identified clusters of figure 3.8.

To evaluate the clustering quality, similar to light-evoked clustering, we used the t-SNE

method to show data in a 2d plane with the same cluster color maps (figure 3.9.A). Additionally,

by computing 1st, 2nd, and 3rd Principal Components (PCs) using principal component analysis

we showed the projection of electrical input filters on the 2d plane (figure 3.9). Both plots show a

decent separation of clusters.

As a summary, clustering wild-type retina RGCs based on both light-evoked responses and

electrical-stimulation responses revealed that there is a consistent correspondence between

visual and electrical profiles for two major categories of ON and OFF RGCs. Although including 7

different clusters we observed an inside-class diversity for upward STAs, no significant difference

was observed in their visual activity. For downward STAs on the other hand, a higher diversity

including 8 different clusters was detected. For some of these clusters, the visual preferences are

distinguishable from one cluster to another.

3.3.4 Rd10 retina

Since in real-world application the retina implants are used by patients whose retina photorecep-

tors are degenerated, we decided to perform similar experiments on mice with the degenerated

retina. We used the rd10 mouse model to better understand how a progressively degenerated

retina responds to electrical stimulation. Furthermore, it allows us to compare electrical profiles
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Figure 3.8: Hierarchical clustering of electrical input filters of wild-type retina shows correspon-
dence between visual electrical profiles of RGCs. (A) cluster dendrogram shows two branches. (B)
Clustered electrical input filters. First branch includes 5 clusters of STAs with a positive peak.
Second branch contains 7 clusters of STAs with a negative peak. (C, D, E) visual induced activity
of Full field flash, chirp and color stimulus respectively. The numbers at plot (C) represents the
ON-OFF bias index of each cluster. All cells in the first branch (clusters 1-7) respond only to
stimulus onset. While, in the second branch (clusters 8-15) the light-evoked responses reflect
the sensitivity to stimulus offset. Some of them have ON-OFF preference and some of them
only OFF preference. (F) distribution of direction selectivity index (similar to Joutyet al). (G)
Power spectrum of individual STAs(colored) and the average of power spectrum of STAs for each
cluster(black). The number on each plot shows the frequency at which the peak of the average
of the power spectrum occurs. Pie charts show the proportion of the neurons of each recording.
Each color represents one retina.
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Table 3.1: Power spectrum features of STAs for each cluster of wild-type data. Columns from left
to right: cluser number, frequency of peak of PSD, lower band frequancy of 50% of PSD, upper
band frequancy of 50% of PSD, band width of the 50% of PSD.

Cluster# Peak− f req f 150% f 250% BW

1 1.6 1.08 2.84 1.76
2 5.25 3.75 9.5 5.75
3 1 1 1.75 0.75
4 1.82 1 4.12 3.12
5 4.59 2.94 6.06 3.12
6 3.79 2.07 4.79 2.71
7 2.14 1.41 4.05 2.64
8 7.57 2.57 9.57 7
9 1.41 0.94 4.35 3.41
10 2.63 1.44 4.93 3.48
11 3.06 1.65 6.68 5.03
12 2.84 1.48 4.4 2.92
13 6.19 3.19 8.41 5.12
14 1.13 1.13 2.93 1.8
15 1.56 1.06 3.28 2.22

Median 2.63 1.44 4.4 3.11

of the degenerated retina with wild-type retina. Since the rd10 model has a later start and slower

pace of photoreceptor degeneration compared to the rd1 mice model it can be considered as a bet-

ter model of retinitis pigmentosa. Ultimately, the electrical and visual-induced activity of 4 rd10

degenerated retina were used to assess their electrical property. We employed the same electrical

and visual stimulation sets used for the wild-type experiment with the exception that visual

noise and moving bar stimuli were not used for these experiments. Age of all four rd10 retina

were between p29 to p31 and the visual-induced activity was observed in some cells. In addition

to that, to investigate the mechanism underlying the spike generation in the degenerated retina

during electrical stimulation, we performed pharmacological manipulation of the network while

recording RGCs activity. The Selective group III metabotropic glutamate receptor agonist L-AP4

was used to block the synaptic connection of Photoreceptor-ON bipolar cells [72]. Full-field flash

and color stimuli were used for light stimulation. Clustering was performed based on light-evoked

responses to full-field flash and color stimulus before injection of blocker. Color stimulus data

after application of the blocker were not used because of the incomplete data recording for this

stimulus.
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Figure 3.9: t-SNE plot and scatter plots of projection of STAs of wild-type retina onto first, second
and third principal components. (A) t-SNE embeddings of STAs. Each point represents one unit.
Colors represent cluster assignment. Color map is the same as figure3.8. (B) t-SNE embeddings
of STAs colored based on ON-OFF bias index. (C) projection of STAs on 1st and 2nd PCs. (D)
projection of STAs on 1st and 3nd PCs. Colors represent cluster membership.

3.3.5 Oscillation in rd10

cGMP is the messenger molecule that plays the main role in the absorption of light energy

and converting that to neurochemical changes in the retina. Defects in the Pde6b gene that

are supposed to encode -subunit of rod photoreceptor cGMP phosphodiesterase type 6 leads to

degeneration of the retina. The gene symbol Pde6brd1 is abbreviated as rd1. The Rd1 model

causes the death of rods in the first week of postnatal [73]. The Rd10 model was developed

later and has a missense of mutation in the same gene but with a later and slower rate of

degeneration. It has been shown that the rd10 retina has a higher spontaneous activity with

oscillatory rhythmic patterns. Goo et al. reported 5hz phase-locked spontaneous activity in rd10

[73]. Biswas et al reported 3–7 Hz oscillation frequency in the same mouse model [74]. Although

the mechanism underlying the generation of these oscillations is not understood well, recent

studies suggest that these oscillations originate from the coupled networks of On-bipolar cells

and AII amacrine cells [75]. Biswas et al. showed that glutamatergic excitation of cone bipolar

cells might be the reason for rhythmic activity [74]. Menzler et al. reported that rhythmic RGC
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spiking can be abolished by the inhibition of ionotropic glutamate receptors in the rd1 retina [76].

Figure 3.10: Power spectrum of three sample rd10 STAs. (A) Time domain presentation (left) and
PSD (right) of a sample STA with 5 Hz rhythmic oscillation. (B) Another sample STA with 7 Hz
rhythmic oscillation. (C) Sample biphasic STA without oscillation. Dashed vertical lines show the
region that include at least 50% of total power

Since the rd10 retinas used in this study were not older than 6 weeks, their photoreceptor

layer was not completely degenerated. Therefore, some recorded RGCs might show light-evoked

activity, and clustering can be performed based on visual activity. Extracting the electrical STAs

of rd10 RGCs revealed a diverse pattern of oscillations. For some cells that were not sensitive to

light stimulation, we observed rhythmic oscillation between 5Hz and 7Hz in their electrical STAs

(figure 3.10).

Although there is an oscillatory pattern in the spontaneous activity of these cells, by inspecting

the electrical STAs we can see that the phase of oscillation is synchronized with stimulus which

shows the influence of electrical stimulation on these oscillations. For most of the cells, however,

the oscillations vanished after the injection of the blocker. For those RGCs that were responsive

to light stimulation, we could observe biphasic STAs as well. Figure 3.11 illustrates either

light-evoked or electrical response of three sample cells with different STA patterns. Left plots

demonstrate the response properties of the cells before application of the blocker and right plots

show their activity after injection of the blocker. First two sample cells (plots A.d and B.d) include
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STAs with rhythmic oscillations with different phases (downward and upward respectively) .

Both cells do not reflect light-stimulus driven response. After injection of the blocker the STA

of cells with downward STA is abolished (figure 3.11.A.h), while for the second cell that has an

upward STA only the oscillations are removed and a biphasic upward STA can be observed (figure

3.11.B.h). Figure 3.11.C illustrates the activity of a cell with response to light stimulus. The spike

rates of the light-evoked activities (figure 3.11.C.d) show that the cell has an OFF preference

to light stimulation. This cell reflects a downward biphaisc STA without rhythmic oscillations

which is abolished after injection of the blocker (figure 3.11.C.h).

3.3.6 Clustering rd10 retina cells

The electrical activity of four rd10 retinas was recorded and 696 units were detected. Only

units with significant electrical STA were included for clustering. Significance test was similar

to chapter one (p-value<.0001), leaving 234 cells for final clustering. Since we do not expect

the regular light-evoked activity of RGCs for degenerated retina, the preprocessing phase for

removing noisy data was not performed and only cells with significant electrical STAs were

included for analysis. Thus, we expect to see some clusters with noisy light-evoked activity. The

results of wild-type clustering showed that the algorithm performs well in sorting noisy data into

different clusters.

Similar to wild-type data, we extracted the gap statistics and adjusted mutual information to

estimate the number of the clusters. Adjusted mutual information metrics peaked at 3, 12, and

13 for the combination of all stimuli, full-field flash, and chirp respectively (figure 3.12). Visual

inspection of the clustered data revealed that consensus is higher for more than 5 clusters. Thus,

we only consider the 12 and 13 as proper candidates for cluster number. By comparing the cluster

overlap and ordered distance matrices for color and flash data and the fact that flash stimulus is

more reliable for stimulation of the degenerated retina, we chose the cluster number reported

from the flash stimulus for clustering. Figure 3.13 shows the t-SNE embeddings of the PSTHs for

flash and chirp stimuli. The ON-OFF bias index is better separated for flash data compared to

chirp (figure 3.13.B).

Figure 3.14, shows results of clustering based on the light-evoked activity before injection of

the blocker. Except for cluster 8 that has ON preference, most clusters reflect OFF preference

to full-field flash stimulus. Unlike wild-type retina for color stimulus, only green light causes

some activity and stimulation of blue light does lead to any activity in rd10 RGCs. For clusters

with higher signal to noise ratio (7, 11 and 12), the average of STAs show a biphasic downward

deflection. Some clusters have STAs with rhythmic oscillation (clusters 3-5). After applying the

blocker, On-bipolar cells are inhibited and only OFF activity can be observed (figure 3.14.E).

Electrical STAs of most clusters are disrupted after the application of the blocker. This can be

interpreted as the contribution of On-bipolar cells in the generation of the spikes elicited by the

electrical stimulus.
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Figure 3.11: Comparing electrical profiles of three sample rd10 cell before and after injection
of blocker. Left plots: activity before injection of blocker. Right plots: activity after injection of
blocker. (A) Activity of a cell that does not respond to light stimulation with 5Hz electrical STA
with negative phase. (A.a) Spike raster for each stimulation pulse with 40 ms periods. Data in
the first 10ms is removed to exclude the effect of direct spikes in estimating STA. (A.b) spike
raster shows the neuron’s response to electrical stimulation for 100 sec interval. (A.c) Stimulus
versus the average of PSTHs. Blue, electrical noise stimulus. Red, average of PSTHs over all
trials. (A.d) Left, spike raster of full-field flash stimulus . Middle, electrical STA. right, spike
raster of full-field color stimulus. (A.e, A.f, A.g , A,h) similar to (A.a, A.b, A.c, A,d) after injection
of blocker. After applying blocker, the spiking activity is reduced and the STA is abolished. (B)
activity of a sample neuron with rhythmic oscillation with positive STA phase. The plot order
is the same as (A). Applying blocker removed the oscillations in STA but the two first peaks of
STA are not removed. (C) Activity of a light sensitive neuron with biphasic STA. After applying
blocker the spiking activity is reduced and the STA is abolished.

3.3.7 Clustering STAs of rd10 ganglion cells

To achieve a detailed overview of electrical input filters of rd10 retina we performed hierarchical

clustering on z-scored STAs of rd10 data. To find the optimum cluster number, the gap statistics

were computed for the time period of -1 to zero sec of STAs. The metric showed a peak at 23 (figure

3.12.H). Hierarchical clustering performed on STAs of 234 rd10 cells (figure 3.15). Averages of
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Figure 3.12: Comparison of gap statistics and mutual information for rd10 data. (A) Gap statistics
for ISI and SPIKE metrics for different stimuli. (B) Adjusted mutual information for pairwise
comparison between the ISI and SPIKE metric for different visual stimuli. (C) Cluster overlap
after applying hierarchical clustering on ISI and SPIKE-distance of full field flash data with 12
clusters. (D) Distance matrix ordered by linkage for Spike-Distance of full field flash. (E) Cluster
overlap after applying hierarchical clustering on ISI and SPIKE-distance of chirp data with 13
clusters. (F) Distance matrix ordered by linkage for Spike-Distance of chirp. (G) ON-OFF bias
index of rd10 data. (H) Using gap statistics to find the optimum cluster number of e-STAs.
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Figure 3.13: t-SNE plots of rd10 data. (A) t-SNE plot of flash PSTHs. Each point represents one
unit. Colormap is the same as fig 32. (B) t-SNE plot of flash stimulus PSTHs. Units colored based
on their ON-OFF bias index values. (C) similar to (A) for chirp stimulus. (D) similar to (B) for
chirp stimulus.

all STAs in clusters 1 to 6 (the first branch of the hierarchical tree) have a positive deflection

before time zero (upward STA). Except for cluster 2 which reflects a noisy visual-evoked response,

all other 5 clusters reflect ON preference in response to the full field flash and color stimuli.

Clusters 7-11 form another sub-branch. Most of the clusters in this branch reflect the OFF

visual preference. By excluding cluster 9 because of its noisy response only cluster 8 shows

ON preference to green light stimulus. For this group of cells the average of power spectrum

is 4.32±0.61 Hz (figure 3.15.E) which is relatively smaller than the average of PSDs for STAs

in the clusters 12-23 located in the third sub-branch that is 5.81±0.85 Hz. The common feature

of the second and third branches is that they all reflect OFF visual preference. Although the

patterns of visual response for most of these clusters were similar, a careful inspection of the

visual activities revealed that there is a relation between the visual and electrical response of the

cells. We observed that clusters with a stronger visual response (clusters 12-14 and 22-23) tend

to have more biphasic STAs with less oscillations. Similar to wild-type retina here, we can also

see the correspondence between the visual and electrical profiles of the recorded RGCs. All six
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Figure 3.14: Hierarchical clustering of rd10 RGCs. (A) Dendrogram. (B) Response to full field
flash stimulus. (C) Response to color stimulus. (D) Electrical STAs before injection of blocker. (E)
Response to full field flash stimulus after injection of blocker. (D) Electrical STAs after injection
of blocker. Pie charts show the proportion of the cells for each recording.

clusters with upward STAs (clusters 1-6) respond to stimulus onset of flash and color stimuli,

while none of the clusters with downward STA (clusters 7-23) have the visual response only to

stimulus onset. However, unlike wild-type STAs, in the rd10 retina for most clusters, we can see

the STAs with rhythmic oscillations.

After injection of the blocker, the ON pathways are inhibited, and only Off activity can be

observed (figure 3.15.G). For all clusters with downward STAs (clusters 7-23), the STAs are wiped

out after injection of the blocker. However, in five of six clusters with upward STA, the rhythmic

oscillations are eliminated after injection of the blocker but the average of STAs shows a positive

peak (clusters 1, 3-6 figure 3.15.F). Results of power spectrum analysis show that these STAs

have a frequency range of 1-5 Hz (figure 3.15.H). We found these results interesting, since they

show, (i) ON and OFF cells have different electrical profiles, (ii) the underlying mechanism leads

to generation of upward STAs implements a different pathway that cannot be shut down by AP4

blocker (group III metabotropic glutamate). This may explain the mechanism by which ON and

OFF RGC types can be stimulated selectively.

To check the clustering quality, the t-SNE plot and projection of the STAs on three first
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Figure 3.15: Hierarchical clustering of electrical input filters of rd10 retina. (A) Cluster den-
drogram. (B) Clustered electrical input filters (STAs). First branch includes 6 clusters (clusters
1-6) of STAs with positive peaks. Second branch contains the rest of clusters with downward
STAs (clusters 7-23). (C, D) PSTH of light-induced activity of Full field flash and color stimulus
respectively. The visual response for all cells in the first 6 clusters reflect only ON preference
while the visual response of clusters in the second branch is dominated by OFF cells. (E) Power
spectrum of STAs for each cluster. (F) STAs after injection of the blocker. (G) Full-field flash
response after injection of blocker. (H) Power spectrum of STAs after injection of blocker. Pie
charts show the proportion of the neurons of each recording. Each color represents one retina.
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Table 3.2: Power spectrum features of STAs for each cluster of rd10 data before and after (numbers
in parentheses) injection of blocker. Columns from left to right: cluster number, frequency of peak
of PSD, lower band frequency of 50% of PSD, upper band frequency of 50% of PSD, band width of
the 50% of PSD.

Cluster# Peak− f req(Hz) f 150%(Hz) f 250%(Hz) BW( f 2− f 1)

1 5.14 (4.57) 4.5 (2.79) 5.86 (6.5) 1.36 (3.71)
2 5.67 (4.75) 4.92 (3.42) 6.42 (6.33) 1.5 (2.92)
3 4.73 (3.64) 3.64 (2.45) 5.09 (4.64) 1.45 (2.18)
4 4.67 (4) 3.67 (3.33) 7.67 (7.33) 4 (4)
5 4.71 (3.29) 3.86 (2.71) 5 (4.29) 1.14 (11.57)
6 3.73 (3.93) 2.53 (2.43) 4.8 (5.93) 2.27 (3.5)
7 5 (5.56) 4.19 (3.31) 5.06 (7.56) 0.88 (4.25)
8 3.6 (5.2) 2.4 (2.6) 4 (6.6) 1.6 (4)
9 4.75 (4) 4.25 (3.25) 5 (5.75) 0.75 (2.5)
10 3.56 (3.67) 2.67 (3.11) 4.78 (4.78) 2.11 (1.67)
11 4.69 (3.62) 4.08 (2.62) 5.15 (5.62) 1.08 (3)
12 7.2 (5) 4.6 (3.3) 7.9 (8.3) 3.3 (5)
13 4.67 (3.83) 2.33 (2.83) 7.33 (8) 5 (5.17)
14 4.93 (5.57) 3.47 (2.23) 6 (8.71) 2.53 (6.36)
15 5 (4) 4.4 (2.6) 5.6 (7) 1.2 (4.4)
16 5.22 (6.33) 4.33 (3.78) 6 (8.56) 1.67 (4.78)
17 6 (5.29) 5.38 (4.57) 6.5 (6.71) 1.12 (2.14)
18 5.5 (5.25) 4.58 (3.08) 6.67 (6.92) 2.08 (3.83)
19 6.09 (5.5) 5.55 (3.4) 6.73 (7.8) 1.18 (0.67)
20 7.33 (6.33) 6.67 (5) 7.33 (8.67) 0.67 (3.67)
21 6.73 (7.62) 5.6 (3.69) 7.53 (9.15) 1.93 (5.46)
22 5.14 (5.46) 3.5 (2.92) 7 (8.62) 3.5 (5.69)
23 5.94 (5.07) 4.65 (3.64) 7.76 (8.14) 3.12 (4.5)

Median 5(5,3) 4.2(3,11) 6(7) 1.63(4)

principal components computed by the PCA method are shown in figure 3.16.

3.4 Discussion

A nonparametric hierarchical clustering paradigm using spike train distance metrics was used

to classify RGCs based on either visual or electrical stimulation. The method is optimized for

clustering the neurons that are stimulated simultaneously by the same stimulus. It can effectively

assess the response behavior of RGCs with MEA [60, 64]. The validity of clustering was examined

by looking at t-SNE plots. The method was able to sort noisy data into separate clusters and

successfully cluster different patterns of light-induced activity.

The same Gaussian White noise as in chapter two was used for electrical stimulation. Along
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Figure 3.16: t-SNE plots and scatter plots of projection of STAs of rd10 data onto first, second
and third principal components.

with previous reports[4, 35, 52–54] we found electrical Gaussian noise a useful tool for character-

ising the electrical properties of RGCs. Hierarchical clustering of light-evoked data of wild-type

retina showed that for all 7 OFF clusters (clusters with the average of bias index <-0.5) had STAs

with significant downward deflection (pval<.0001), Also 71% (5/7) of ON clusters (clusters with

the average of bias index >0.5) had STAs with significant upward deflection. However, for On-OFF

types we did not find specific STA shapes. A similar effect was reported by Sekhar et el [4]. They

reported that across the population of 46 RGCs with ON, OFF and ON-OFF preference, STAs

of ON and oFF cells reflect consistent upward and downward deflections whereas for ON-OFF

cells both upward and downward STAs were observed. In our data we observed that for 83%

of ON-OFF clusters (clusters with -0.5 <bias index <0.5) the Average of STA had significant

deflection, from which 70% were STAs with significant deflection in negative peaks. However,

we think the significant test on the average of STAs is not sufficient since by visual inspection

we noticed that many of the ON-OFF clusters include a mixture of both upward and downward
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STAs. Similar results were observed for the rd10 retina, with the difference that most of the

STAs of the degenerated retina were modulated by rhythmic oscillations. In general, assessment

of electrical profiles of different clusters for both healthy and degenerated retina revealed that

different RGC types often have different electrical STA shapes.

In addition to clustering RGCs based on their visual-induced activity, we performed clustering

based on the electrical profiles. Clustering electrical-induced responses gave us more information

about the diversity of electrical STAs among all recorded RGCs types. STAs could be divided

into upward and downward groups. Höfling et al.[53] reported similar STAs using hierarchical

clustering. However, since they included direct response of RGCs for computing linear filters, the

duration of reported STAs in their study was shorter(<20 ms). Inspection of the visual-induced

activity of wild-type retina clusters based on their electrical STAs, revealed that all 7 clusters with

upward STAs correspond to ON RGCs and one of the clusters with downward STA represents

the activity of OFF RGCs. The other clusters with downward STAs showed a contribution of ON

and OFF or ON-OFF RGCs in their visual-induced activity. Also, for the rd10 retina the diversity

of STA profiles was higher than for wild-type retina owing to the rhythmic oscillations (figure

3.8).

Comparing the results of visual and electrical based clustering of degenerated retina (pre-

sented in figures 3.14 and 3.15) showed that the visual responses of rd10 retinas are less variable

with electrical STA based clustering than with visually-based clustering. This is most evident

in that there are 6 clusters with ON only visual responses for electrical STA-based clustering

whereas all of these cells are blended into clusters with OFF responses in the flash-based cluster-

ing. Thus, for rd10 data, electrically based clustering does a better job than visual clustering of

separating out different visual cell types. This is compelling evidence that visual and electrical

response patterns are linked. Furthermore, we noticed that the ON clusters seem more likely to

retain an electrical STA, even though the ON pathway is more perturbed by the blocker. From

this, we can interpret that the underlying mechanism that leads to the generation of upward

STAs is independent of Photoreceptor-On bipolar cells synaptic connection.

The origin of rhythmic oscillation of baseline activity in RGCs of mouse models with deficiency

in the -subunit of phosphodiesterase, has been studied by several groups [74, 77, 78]. One theory

is that these oscillations originate from the electrically-coupled network of AII amacrine cells

and ON cone bipolar cells [77, 79]. By applying a blocker of ionotrophic glutamate receptors,

Menzler et al [76] reported that electrically coupled interneurons lead to rhythmic oscillations

in the rd1 retina. It is possible that interneurons like ACs play a role in retaining the upward

STAs of On-RGCs, however it requires performing experiments including the application of

Glycinergic and GABAergic synaptic blockers on ACs in either healthy or degenerated retina. We

are uncertain about the mechanism that leads to disruption of downward STAs in OFF-RGCs

after application of the blocker though. Since the blocker is supposed to inhibit On-bipolar cells

pathways we expected to see the opposite effect. To shed more light on this matter we suggest
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performing similar experiments on wild-type retina. We can hypothesise that Oscillations in rd10

retina are intrinsic to the ON circuit, and transferred to the off circuit by the AII ACs. Therefore

by blocking excitatory drive to the ON circuits, we shut down oscillations in both ON and OFF

circuits. It may explain why oscillations are lost in both types. But it does not explain why the

OFF cell eSTAs completely disappear.

Another interesting finding was the range of frequency selectivity in the electrical STAs of

healthy and degenerated retina. We observed that STAs of the rd10 retina are more frequency

selective compared to wild-type retina. The median of peak frequency and bandwidth at 50% of

peak were respectively 3.11 Hz and 2.63 Hz in wild-type retina whereas these values were 5 Hz

and 1,63 Hz in rd10 retina. Matlab ranksum test with alpha = 0.01 showed significant difference

between peaks and bandwidths of healthy and degenerated retina (pvalue = 0.0013 and 0.0052

respectively ). A relatively similar frequency range ( 6.5 Hz) was reported previously in rd10

spontaneous activity [75]. We also observed a significant difference between the PSD peaks of

upward (clusters 1-6 figure 3.15) and downward (clusters 7-23) STAs in rd10 retinas (pval=0.0063,

ranksum test). Median of mentioned PSD peaks was 6±0.8 Hz for upward STAs and 4.7±0.8

Hz for downward STAs. The statistical test however, did not show a significant difference in

frequency selectivity of upward and downward STAs. This is good evidence showing that ON and

OFF cells in degenerated retina are prone to be stimulated selectively using different frequencies.

It is also in line with the work of Twyford et al[49] on rabbit retina who showed RGCs types

respond differently depending on the frequency of stimulation.

Application of a blocker increased the bandwidth significantly from 1.6 Hz up to 4 Hz

(pval=1.9195e-05, ranksum test) but it did not change frequency peaks significantly (4.87 Hz).

Similar results are observed by performing statistical tests separately for upward and downward

STAs .

Also, comparing the wild-type and degenerated retina clustered, revealed there were many

fewer ON-OFF clusters in the rd10 data when sorted by electrical STA (two out of 23), whereas

when the wild-type is sorted by electrical STA, 50% of clusters are ON-OFF. We think this makes

clear that the ON-OFF type is disrupted by degeneration. This is an example of application of

electrical stimulation in understanding the retinal circuits, something that was not detected by

visual responses.
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CONCLUSION

In an effort to find a better alternative for classical supra threshold pulsatile electrical

stimulation of the retina, We performed subthreshold noise stimulation to deepen our

understanding about the underlying mechanism that leads to indirect activation of RGCs.

The concept of electrical noise stimulation has been tested by different groups worldwide with

either epiretinal and subretinal configurations [52, 53, 80]. In our recent perspective paper

[81](see appendix) we proposed a computational model based on noise correlation analysis to

address the possibility of selective activation by simulating the response of different retinal cell

classes (photoreceptor, bipolar cell, and RGC) to electrical noise stimulation. In this study we

applied the same stimulation strategy on real tissue. We performed epiretinal subthreshold noise

stimulation to deepen our understanding of the underlying mechanism that leads to indirect

activation of RGCs. Since white Gaussian noise includes a wide range of frequencies it helped us

to probe a larger space of stimulation feature domain. By using noise correlation analysis, we

were able to extract the linear input filters of the recorded RGCs.

We tried different clustering frameworks to classify the recorded RGCs based on their visual-

induced activity. This helped us to characterize the electrical profiles of classified RGCs. In the

second chapter, we introduced a method to classify the recorded RGCs to one of the 32 RGS

types defined by Baden et al. We used the OGB kernel estimated from the concurrent recording

of calcium and electrophysiological data[16]. By convolving our spiking data with this kernel

we estimated the so-called pseudo-calcium traces. This allowed us to convert discrete spiking

data into continuous signals matching better with real calcium traces. After projecting the

pseudocalcium traces into the lower dimension using the sPCA feature space of the reference

data set we computed the distance matrix of two datasets by computing the Euclidian distance

of each cell to all clusters. Finally, we assigned each cell to the most similar cluster. Although
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the algorithm could detect most of the reference clusters, a subset of clusters was missed. A

quadruple increase of the sample size however did not change the results significantly. Therefore,

we speculated that this was a shortcoming of the clustering method in converting spiking data to

pseudocalcium data, mainly because of the missing subthreshold synaptic activity that cannot

be captured in spiking data. After assigning the RGCs to one of the defined reference clusters

we were able to probe the electrical property of each cell type. We observed that for many

OFF sub-types the electrical STAs had a negative peak whereas for some of ON sub-types the

electrical STAs contained a positive peak. These results confirmed the previous work of Sekhar

et al[4]. denoting ON and OFF cells have the electrical profiles corresponding with their visual

counterparts. One of the aims of this study was to find distinct electrical STAs within ON, OFF,

and ON-OFF. Although our results showed that findings of Sekhar study are reproducible, current

data hardly support strong electrical STA differences within the 3 coarse RGC types. However,

Since the classification results were not complete, we decided to implement a different clustering

framework based on the ISI distance.

In the third chapter, we reported the results of a new clustering framework. We used two

metrics called ISI and SPIKE distance to measure (dis)similarity across different pairs of spike

trains. These measures were used by Jouty et al. [64]. and have been shown to be effective for

clustering MEA recordings of RGCs. We used the RGC clustering toolbox developed by Jouty et

al. to cluster the RGCs based on the computed SPIKE distance matrix. Clustering was performed

for wild-type and rd10 retina separately. For wild-type data, clustering yielded 37 clusters which

were close to more than 32 clusters numbers defined by Baden et al[16]. Although some of the

clusters could be merged or removed, many of them reflect the diverse response properties of

RGCs. Since our clustering was merely based on extracted electrophysiological features there was

the possibility that some clusters include the activity of spiking amacrine cells. Also some clusters

might have been split into two or more clusters if we had the information about the soma size of

the cells. Assessment of the electrical STAs of each cluster revealed a clear difference in electrical

profiles of many ON and OFF sub-types. Again, we observed that electrical clusters of many

OFF cells have downward deflection whereas electrical STAs of some On clusters had upward

deflection. For most of ON-OFF clusters we did not find any specific electrical STA. One reason

for that is probably due to the fact that some of these clusters consist of the combination of ON

and OFF cells and their electrical STAs cancel each other out after averaging. The similar results

had been observed in chapter two by using a different clustering framework. This consistency

between the results of two different clustering paradigms shows that our hypothesis is robust

against changing the method and reflects the reproducibility of results.

In addition to clustering the light-evoked activity of RGCs, we carried out the clustering for

electrical STAs by which 15 different shapes of electrical STAs were detected. Evaluation of the

visual activity of corresponding clusters showed that STAs with a positive peak can be produced

only by ON RGC sub-types while OFF cells always contribute to the generation of STAs with
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negative peaks.

In rd10 data, we observed that clustering the visual-evoked activity of rd10 RGCs yields

12 clusters, most of them reflecting OFF preference. One of the main differences between rd10

STAs and wild-type retina was the rhythmic oscillations. We observed that these oscillations

are influenced by the electrical stimulation and their onset can be synchronised with stimulus.

However,the phase of the oscillations was not a function of stimulus and depended on the retinal

pathways involved in generation of the signals. We showed that upward STA clusters (positive

phase) correspond to ON cells and downward STA clusters (negative phase) correspond to OFF

,ON-OFF or combination of ON and OFF cells. Another feature of the rd10 STAs. that was related

to the intrinsic property of the degenerated retina, is that they were highly frequency selective

with different frequency preference for upward and downward STAs. From these findings we can

conclude that the frequency of stimulation and the phase of stimulus play important roles in

preferential activation of RGCs in the degenerated retina.

In addition, probing the electrical STAs of degenerated retina showed that for most of the

clusters the electrical STAs with negative peak were disrupted after application of a blocker,

whereas despite our expectation, the clusters with upward STAs corresponding to ON clusters

lose the visual response after drugs and retain their STAs. This was evidence that On-bipolar

cells’ pathways incorporate in the generation of downward STAs. From these results we inferred

that sources of spiking activities that lead to the generation of upward STAs and downward

STAs may originate from different retinal pathways. One explanation for that might be the effect

of AII amacrine cells. The activity of On-RGCs is influenced through AII amacrine cells making

electrical synapses at gap junctions to ON cone bipolar cells, whereas OFF-RGCs receive chemical

synaptic input from the AII amacrine cells [77, 82, 83].

Furthermore, we noticed that clustering the degenerated retina cells based on electrical STAs

gives us information about the visual properties of the ON and OFF cells that were not detectable

by visual based clustering. We found these results notable from this perspective that electrical

stimulation can teach us something about the retina beyond its application in retinal prosthetics,

the information that was not detected through visual stimulation.

The correspondence between the electrical input filters of two major ON and OFF RGC types

with their visual activity in healthy and degenerated retina is evidence of the possibility to

preferentially activate ON and OFF pathways in the retina. Furthermore, the diversity of STA

patterns in upward STAs and downward STAs can be regarded as a clue that our underlying

goal of engineering an electrical stimulus to selectively activate different ON and OFF sub-types

such as transient and sustained cells is probably achievable. However, because our approach

had some drawbacks such as: (i) lack of precise approach for controlling location of stimulation

electrode and, (ii) inability to capture the information about cells morphology, we think more

elaborate experiments providing multi-modal data such as morphological features of each cell

are required to make a strong argument on that matter.
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In summary, we found the Gaussian noise stimulation as a fruitful approach to extract

the linear filter of different cell types. Furthermore, applying hierarchical clustering on spike

distance based measures of RGC responses was successful in separating different cell types. Our

suggestions to achieve more trustworthy data for future studies are as follows:

• Implement high resolution microscopy with spatial resolution of a single cell to capture

RGCs morphology and the layer in which they are located. This data can give us useful

information about the alpha cells and spiking amacrine cells that can not be distinguished

from other cells in physiological clustering. Furthermore, On-OFF RGCs have shown to

be detectable from their bistratified dendritic arborizations in the inner plexiform layer

(IPL) [77]. Having such information about the morphology of recorded cells can also help

us to figure out why ON-OFF clusters did not reflect significant STA. Another challenge

would be to associate the RGC spike trains with one of the imaged cells. because, many

cells are near each electrode and each electrode can record from multiple cells. To avoid this

issue, using patch-clamp recording or implementing very robust spike sorting algorithms is

recommended.

• Implement filtered white Gaussian noise for electrical stimulation, to stimulate the retina

tissue in an optimal frequency range. This method has been proposed in our recent per-

spective [81] and tested by Höfling et al [53]. They observed linear filters originating from

direct RGCs responses of mouse retina.

• Apply different blockers for each experiment to precisely assess the effect of each retinal

pathway in generation of STAs. We have STAs that seem to reflect both PR- and bipolar

cell-mediated indirect stimulation of RGCs. Using blockers that suppress the activity of PR

and bipolar cells separately can help us to tease these different mechanisms out from each

other.

• Implement high resolution MEA for recording electrical activity. With this type of recording

we can have access to the electrical activity of one cell in different channels with high

spatial resolution. This allows us to inspect the electrical activity of cells at different areas

such as axon and soma which provides more information about the spatio-temporal features

of input filters.

• Perform similar experiments by patch-clamp recording to compare the results of intracellu-

lar and extracellular recordings. One advantage of this method is that the recorded data do

not include spiking activity of neighboring cells.

• Perform sub-retinal stimulation by using a separate electrode as a stimulation electrode.

In the ideal case the electrode can be controlled by a micromanipulator under a microscope

to fix the distance between electrode and the tissue. This will enable us to stimulate the
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retina from different regions and see its effect in generation of electrical STAs. Alongside

with using different blockers this technique can be the solution to distinguish STAs of

PR- and bipolar cell-mediated indirect activity. Furthermore, one of the disadvantages of

MEA recording is that the impedance between electrode and tissue can be different from

one experiment to another because of the electrode distance and some other parameters.

Keeping the electrode distance constant over different experiments can help increase the

homogeneity of data across different recordings.

• Apply sparse visual noise to extract the visual STA of RGCs. With our custom visual

noise stimuli we were not able to extract the visual STAs of most of the RGCs. It has

been reported that sparse-noise has some advantages in estimating the receptive field of

different RGC types [84].

• Quantify electrical input filters by providing detailed information about the latency and

duration of STAs of each cluster. This helps us to assess the diversity of electrical STAs

within ON and OFF types.

• Perform pharmacological manipulations on wild-type retina. We suggest using Glycinergic

and GABAergic blockers to assess the influence of ACs interneurons on upward and

downward STAs.
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Introduction

Overview

Retinal degenerations like retinitis pigmentosa and macu-
lar degeneration cause blindness worldwide. They are char-
acterized by dysfunctional photoreceptors leading to the 

impairment of light detection in the retina. One approach to 
restore vision for such degeneration is a retinal prosthetic 
implant. The electrical stimulation provided by such devices 
elicit neuronal activity from the retina, perceived by the brain 
as visual objects called phosphenes.

According to the placement of the electrode array of the 
device, there are three main categories of retinal implant 
(Zrenner 2013). Epiretinal implants are placed on the retinal 
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Abstract
Bionic retinal implants are gaining acceptance in the treatment of blindness from degenerative 
diseases including retinitis pigmentosa and macular degeneration. Objective. A current obstacle to 
the improved performance of such implants is the difficulty of comparing the results of disparate 
experiments. Another obstacle is the current difficulty in selectively activating the many different 
retinal ganglion cell types that are used as separate pathways for visual information to the brain. 
Approach. To address these obstacles, we propose a modelling framework based on white noise 
stimulation and reverse correlation. In this perspective, we first outline early developments in 
visual retinal physiology leading up to the implementation of white noise stimuli and spike-
triggered averaging. We then review recent efforts to adapt the white noise method for electrical 
stimulation of the retina and some of the nuances of this approach. Main results. Based on such 
white noise methods, we describe a modelling framework whereby the effect of any arbitrary 
electrical stimulus on a ganglion cell’s neural code can be better understood. Significance. This 
framework should additionally disentangle the effects of stimulation on photoreceptor, bipolar 
cell and retinal ganglion cell—ultimately supporting selective stimulation of specific ganglion cell 
types for a more nuanced bionic retinal implant. Finally, we point to upcoming considerations in 
this rapidly developing domain of research.
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ganglion cell (RGC) nerve fiber layer within the vitreous space 
(Weitz et  al 2015). Subretinal implants are placed between 
the retina and the retinal pigment epithelium (Zrenner 2013). 
Finally, suprachoroidal implants are placed between the cho-
roid and sclera near the external surface of the eye (Bareket 
et al 2017).

It is well-established that each of the main categories of reti-
nal implant have the potential to activate RGCs directly (direct 
activation) or via activation of retinal network elements preced-
ing the RGCs (indirect activation) (Weiland et al 2016). Yet, 
even now, controlling which network elements are activated 
remains an active domain of research. It is our belief that a bet-
ter understanding of retinal activation can be achieved through a 
spike-triggered average (STA)-based modelling framework that 
we present following the Introduction. In this framework, the 
three neuron classes in the vertical (serial) pathway of the retina 
(photoreceptor, bipolar cell, and RGC) each have a character-
istic filter that they apply to incoming electrical input; and this 
electrical input filter is passed down the pathway, eventually 
resulting in RGC action potentials (spikes). The electrical input 
filter is a formal model of a cell’s sensitivity to electrical stimuli. 
It can be estimated by calculating the average stimulus preced-
ing a response (the spike-triggered average). Functionally, by 
convolving the input filter with the stimulus, one can estimate 
how much a cell should be excited by any arbitrary stimulus. 
Throughout this work we will be careful to distinguish between 
the neuronal classes of the retina (photoreceptor, horizontal, 
bipolar, amacrine, and ganglion cells) and types that are found 
within each of these classes (e.g. ON, OFF, starburst, etc).

To provide the proper context for our modelling proposal, 
we outline the historical development of visual neuron charac-
terization. This culminates with an overview of Gaussian white 
noise visual methods of characterization. Having reviewed 
visual characterization methods, we use this foundation as a 
springboard to discuss electrical noise characterization. We 
then exhaustively review recent attempts at adapting such 
methods to electrical stimulation of the retina for bionic vision 
(for a related treatment of electrical stimulation modeling, we 
recommend (Halupka 2017)). We next address specifics of 
electrical noise stimulation such as subthreshold and suprath-
reshold stimulation modes and how spike burst responses can 
be addressed in white noise electrical stimulation.

In addition to understanding how each of the main reti-
nal neuron classes (photoreceptor, bipolar cell, and RGC) 
respond to electrical stimulation, an important open ques-
tion remaining is ‘How does each of the many cell types (e.g. 
ON versus OFF) within each class differentially respond to 
electrical stimulation?’ Therefore, in addition to reviewing 
response characterization and white noise methods in retinal 
electrostimulation, we also review early work on that question 
with an emphasis on how the electrical input filter of different 
cell types within a class can help identify stimuli that selec-
tively activate chosen cell types.

Finally, we conclude with a discussion of how current meth-
ods can be elaborated, the implications of so-called ‘subthresh-
old’ electrical noise stimulation on bionic vision, and challenges 
one may encounter with the proposed modelling framework 
that arise from considerations of the neural code of the retina.

Islands of knowledge

Although it is not obvious, our current understanding of how 
neural tissue responds to electrical stimulation is actually 
broken into a number of knowledge islands that only loosely 
communicate. These island nations are divided by their indi-
vidual currencies and the uncertain exchange rates between 
them. On one island, the currency may be voltage, on another, 
it may be charge, and on others, it may be spatial or time 
derivatives or integrals of either of these. Examples include 
current (the time derivative of charge), charge density, cur
rent density, voltage curvature, etc. It is customary, there-
fore, to use simple conversion factors to compare between 
these different domains. For example, to calculate the cur
rent delivered by a voltage pulse, one might simply divide 
voltage by the impedance of the electrode. To calculate the 
charge delivered by a current pulse, one might simply inte-
grate current across time. But such simplified conversions 
(yes, we are also guilty—(see Jalligampala et  al (2017))) 
critically overlook considerations of how neural tissue sen-
sitivity to any of these values can be nonstationary across 
time or space. Likewise, in practice the current produced by 
an electrode will not necessarily scale as a linear function of 
voltage (see Cogan (2008)). For example, if one researcher 
were to stimulate with a very low current, but over a very 
long time duration, activation of the neuron might not be 
achieved despite the integral of the current summing to the 
‘threshold charge’ (one which results in a neural response) 
as determined by another researcher. As another example of 
flawed conversion, while impedance is normally reported 
in units of Ohms, allowing us to matter-of-factly substitute 
it into the familiar V  =  IR equation, the reality is that the 
single impedance value is only really valid at the cycling 
frequency at which it was measured. This reflects that, for a 
square wave voltage pulse, the combined effect of the resis-
tive and capacitive components of the experimental system 
will be a distorted current pulse. For more accurate predic-
tions of the current associated with a voltage, electrochemi-
cal impedance spectroscopy can be used (Cogan 2008), but 
even this measure fails to capture the effect on impedance 
from the recent voltage history. Even the common conver-
sion trick of discussing ‘peak’ or ‘plateau’ currents misses 
the fact that the biological system is integrating across the 
entire stimulus waveform.

To reconcile these disparate knowledge domains, we pro-
pose a modelling framework in which the system filter is 
estimated using white noise and spike-triggered averaging 
of the time varying charge passed into the neural tissue. We 
focus on this charge because, in our experience, this stimulus 
value most closely correlates to the transmembrane voltage 
that determines a neuron’s response. By expressing neuronal 
excitation in terms of the instantaneous charge integrated in a 
leaky fashion by the neuron’s filter, we believe that a universal 
definition of threshold can be achieved. The result will be that 
disparate experimental paradigms will all arrive at the same 
definition of what constitutes a threshold stimulus—regard-
less of stimulus waveform shape (see A Modelling Framework 
for Retinal Electrostimulation).

J. Neural Eng. 15 (2018) 063002
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Retinal activation has many mechanisms

When the retina is stimulated as in a retinal prosthesis, spikes 
can be elicited from retinal ganglion cells (RGCs) through 
multiple mechanisms. The simplest mechanism is ‘direct 
stimulation’ of the RGC that activates its spike initiating zone 
(a high-density band of voltage-gated ion channels in the axon 
initial segment, AIS) (Wollner and Catterall 1986, Boiko et al 
2003, Fried et al 2009, Jeng et al 2011, Werginz et al 2014). 
Within the category of direct stimulation are included both 
(1) an extracellular voltage gradient along the cell, inducing 
an intracellular current through the RGC dendrites, soma, and 
axon, thus leading to accumulation of positive ions within the 
AIS that activates the voltage-gated cation channels underly-
ing the action potential, and (2) the creation of a localized 
hyperpolarization of the extracellular space adjacent to a seg-
ment of membrane with such cation channels (axon, AIS, or 
even somatic or dendritic segments), thus effectively depolar-
izing the transmembrane. Within this latter mechanism is the 
local depolarization of a distal segment of the axon (beyond 
the AIS) creating a bidirectional action potential—as when 
passing axons of distal RGCs in the nerve fiber layer are stim-
ulated (Greenberg et al 1999, Grumet et al 2000, Jensen et al 
2003, Rizzo et al 2003, Nanduri et al 2008, Chen et al 2009, 
Nanduri et al 2012, Werginz et al 2014, Weitz et al 2015).

In contrast, ‘indirect stimulation’ of RGCs is produced 
by activation of an upstream member of the retinal network 
that is then propagated to the RGCs through synaptic com-
munication. Bipolar cells (BCs) and photoreceptors (PRs) 
are the network elements most susceptible to such activation 
because of their elongated architecture along the voltage gra-
dient, although it may still be possible to directly activate the 
other elements of the retinal network—amacrine cells, hori-
zontal cells, or even the Müller glial cells (but see Tsai et al 
(2011)). In network stimulation, the more likely mechanism 
of neuronal activation is the first one described for direct RGC 
stimulation where a voltage gradient across the retina induces 
an inverted voltage gradient within the neuron—ultimately 
depolarizing the presynaptic membrane to activate voltage-
gated cation (primarily calcium) channels. However, with the 
miniaturization of electrodes, it may also someday be possible 
to locally depolarize the presynaptic membranes of the retinal 
network in the absence of a large transretinal electrical field. A 
primary goal of this paper, recognizing these many interacting 
mechanisms involved in electrical stimulation of the retina, is 
to lay out a conceptual framework to better understand how 
activation of the various retinal elements converges in the 
retinal ganglion cell to give rise to spike patterns that carry all 
retinal information into the visual centers of the brain.

Tickling the retina

Recently, our group and another in parallel have shown that 
the integration of sequences of subthreshold pulses can pro-
duce RGC spikes (Sekhar et al 2016, Ho et al 2018). We have 
termed this ‘tickling the retina’ to draw attention to this under-
appreciated approach and the accompanying need for a model 
of how it works. The main advantage of tickling the retina is 

that probing electrical responsiveness of the retina in the con-
text of ongoing stimulation better mimics the in situ environ
ment of clinical retinal prostheses. Furthermore, we believe 
that the integration of ongoing stimulation can provide lever-
age to activate defined RGC types with greater selectivity than 
can be achieved with single suprathreshold pulses.

We demonstrate here that reverse correlation techniques 
can shed light on many active themes in the realm of retinal 
prosthetics. In particular, the technique of using spike-trig-
gered averaging of a RGC’s responses to a (noise) sequence 
of randomized electrical stimulus amplitudes has recently 
yielded promising results in this domain (Freeman et al 2010b, 
Sekhar et al 2016, 2017, Ho et al 2018, Maturana et al 2018). 
A detailed review of these and related studies is provided in 
Electrical Noise Stimulation.

A modelling framework for retinal electrostimulation

Suprathreshold electrical stimulation of the retina has been 
described using a diverse array of methods and metrics 
(Sekirnjak et  al 2006). Example metrics include charge 
(Humayun et al 1999), voltage (Zrenner 2002), current (the 
time derivative of charge (Jensen et  al 2003)), charge den-
sity (Rizzo 2003), current density (Eickenscheidt et al 2012), 
voltage curvature (Eickenscheidt and Zeck 2014), etc. (these 
are the Islands of Knowledge mentioned before). It is custom-
ary, therefore, to use simple conversion factors to compare 
between these different domains, but with the inherent short-
comings discussed in the Introduction: Islands of Knowledge. 
To reconcile these disparate windows into retinal electrostim-
ulation, and to do so in the context of retinal network stimula-
tion, we propose measuring the composite retinal filter using 
white noise and spike-triggered averaging of the time-varying 
charge that is passed into the neural tissue. It is this charge that 
is carried by the current through the tissue; and it is the ongo-
ing flow of this charge which establishes and maintains the 
voltage gradients across the retina which, in turn, depolarize 
the voltage-activated membranes of the retinal neurons. Thus, 
electrical stimulation of the retina can be understood in terms 
of its effect on the retinal encoding of spikes that are provided 
as the retina’s only output to the rest of the brain. With such 
a common currency, what have previously been mutually 
irreconcilable lines of research will be unified within a single 
framework.

Because typical prosthetic stimulation of the retina gener-
ates an electrical field spanning the thickness of the retina, 
all retinal neurons have the opportunity to respond depending 
on the spatio-temporal contrast along the field. Therefore, we 
propose that the electrical input filter of the retinal network 
during such stimulation is best understood as the combina-
tion, through the feedforward synaptic pathway of the retina, 
of electrical input filters from each element of the retinal cir-
cuit (figure 1). This composite filter is then passed through a 
nonlinear function for generation of RGC spiking responses. 
In this modelling framework, photoreceptors (PRs), bipolar 
cells (BCs), and RGCs each have their own electrical input fil-
ter for extracellular stimulation (figure 1(b)). The convolution 
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of these filters with the electrical stimulus yields the generator 
signal for each cell (figure 1(d)). However, for BCs, this gen-
erator signal must then be combined with that of the PR—but 
altered slightly by synaptic transmission to mimic feedfor-
ward input from PR to BC. This compound BC generator sig-
nal is then modified further as it is synaptically transmitted to 
the RGC and combined with that neuron’s electrical generator 
signal to produce the compound generator signal of the RGC. 
Ultimately, the compound RGC generator signal is subjected 
to a spiking nonlinearity to produce the spike train that is used 
for generating the STA (e.g. Paninski et al (2007)). Thus, with 
careful experimental design, we believe it will be possible to 

measure an electrical input filter from the RGC that reflects 
the filtering properties of not only the RGC but also the BC 
and PR (figure 1(c)).

The linear system modelling framework that we propose 
for electrical stimulation is similar to many previous visual 
models (e.g. Wohrer and Kornprobst (2009)), and estimates 
the duration and shape of the retinal circuit’s memory for past 
charge delivery, thus capturing its temporal filtering behav-
ior. It has the advantage of being empirically based on eas-
ily recorded spiking responses and the actual flow of charge 
through the tissue rather than the suspected charge or the 
command signal of the stimulator. In terms of converting 

Figure 1.  Three-stage filter. (A) Proposed modelling framework for how direct electrical noise stimulation of photoreceptor (PR), bipolar 
cell (BC), and retinal ganglion cell (RGC) may be combined to yield ganglion cell spiking responses. (B) (Left) In the proposed model, the 
PR, BC, and RGC filters are each shifted such that their peak latencies match the typical RGC spiking latencies for each source (100, 15, 
and 2 ms respectively; Boinagrov et al (2014)). (Right) The corresponding power spectrums show peaks at 5, 25 and 100 Hz, respectively 
((Freeman et al 2010a); but see also (Twyford and Fried 2016)). (C) The three time-shifted filters are combined to yield the compound filter 
that would be measured from the RGC as a STA. (D) The generator signals resulting from presenting a noise sequence to each cell as well 
as the net RGC generator signal created by summing all shifted signals as described in (A). Vertical axes in (B)–(D) are in arbitrary units.

J. Neural Eng. 15 (2018) 063002
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stimulation levels and threshold values between different 
studies, the modelling framework we propose will allow all 
researchers to talk about stimulation thresholds in the same 
units—that is to say ‘integrated charge’. The instantaneous 
integrated charge of any arbitrary stimulus can simply be cal-
culated as the convolution of the temporal stimulus charge 
sequence and the compound linear filter described here.

Visual response characterization

The receptive field

For any sensory neuron, there is a circumscribed region of 
sensory space over which the neuron is responsive to stimula-
tion (figure 2). This region is termed the receptive field (RF). 
In visual neuroscience, the RF was first probed with punctate 
stimuli by luminaries such as Adrian and Matthews (1927), 
Hartline (1938), Granit (1946), Barlow (1953), Kuffler (1953), 
Hubel and Wiesel (1961) and Rodieck (1965). Such ‘hand-
mapping’ was highly valuable in establishing a foundation for 
understanding how visual neurons integrate stimulation both 
across the RF and across time. Over the spatial extent of the 
RF, neurons typically vary in sensitivity, with sensitivity high-
est in the center of the RF, and smoothly falling off to the RF 
periphery (figures 2(d) and (e)). Moreover, due to lateral inhi-
bition in visual networks, the RF typically has a center/sur-
round structure in which stimuli that activate the center region 
inhibit the surround and vice versa. The consequence is to 
enhance local contrast, thus sharpening the spatial selectivity 
of the neuron. Across time, most sensory neurons act as leaky 
integrators over their RF. A leaky integrator is a circuit ele-
ment that accumulates the effects of input stimuli over recent 
time, but slowly leaks this integrated input over time such 

that the influence of previous stimuli completely vanishes if 
enough time has passed (figure 2(c)). Accordingly, it is useful 
to think of the RF of a visual neuron as applying a complex 
space-time filter to the visual stimulus (Rodieck 1965). For 
example, for some RGCs, the spatial RF evolves over time, 
imparting a selectivity to the neuron for stimulus frequency 
(Moore et al 2013).

Building on this concept of visual neurons as spatiotem-
poral filters, later researchers shifted to systematically char-
acterizing their responses to sine wave stimuli that occupy 
well-defined spatiotemporal frequency bands of the stimulus 
space (Enroth-Cugell and Robson 1966). By combining a neu-
ron’s sensitivity to different frequencies, one can build a lin-
ear model of the neuron’s filter in a given stimulus dimension 
(Shapley and Lennie 1985, Brodie et al 1978). This system-
atic sine-wave stimulation and accompanying formal mode-
ling laid the conceptual groundwork for white noise methods.

White noise stimulation and the STA

Building on the success of sine wave-based linear models, 
spike-triggered averaging has been used to understand the fil-
tering properties of visual neurons in both the spatial and tem-
poral domains for many decades (Marmarelis and Naka 1972, 
1973a, 1973b, 1973c, Korenberg and Hunter 1986, Ringach 
and Shapley 2004, Sharpee 2013). In generating the spike-
triggered average (STA), the stimuli that precede each neu-
ronal spike are averaged together to yield an estimate of the 
input filter for that neuron. Tightly coupled to spike-triggered 
averaging has been the presentation of Gaussian white noise 
stimuli. Here, the term ‘white’ indicates that the distribution 
of frequency amplitudes (e.g. across the temporal domain) is 
relatively flat, in analogy to the photon frequency distribution 

Figure 2.  Spatiotemporal receptive fields. Antagonistic center and surround mechanisms contribute to the retinal ganglion cell visual 
receptive field in space for on (A) and off (B) cells. Center and surround mechanisms combine in both time (C) with the surround delayed 
relative to the center, and in space (D) and (E) with the surround coextensive with the center. The net effect is a sensitivity profile in both 
time and space (C) and (E) combined) termed the spatiotemporal receptive field (STRF). (Adapted with permission from Rathbun (2009), 
figure 1.3.)
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of white light. This is achieved by sampling the amplitude val-
ues (e.g. brightness) randomly from a Gaussian distribution at 
regular intervals across the stimulus domain (e.g. time). Such 
white stimuli are often also referred to as ‘noise’ stimuli, in 
analogy to their resemblance to a noisy audio signal—reflect-
ing the fact that the power-balanced frequencies are uncorre-
lated in their phases. For visual stimulation, such a Gaussian 
white noise stimulus can be sampled simultaneously across 
multiple orthogonal stimulus domains such as time, space, 
and color (Devries and Baylor 1997, Chichilnisky 2001). In 
contrast to earlier sine wave experiments this process can be 
much more efficient, as the entire frequency space can be 
probed simultaneously with a single noise stimulus rather than 
sequentially with multiple different sine waves.

Binary noise and noise stimulus design

We address the binary noise case here because it is particularly 
useful in understanding important nuances of noise stimulus 
design. A common special case of the Gaussian noise stimulus 
is binary noise. At first glance, this would seem to be a contra-
diction in that Gaussian and binary distributions are mutually 
exclusive. However, the central limit theorem demonstrates 
that if enough binary samples are integrated by a system, the 
distribution of integrated values approaches a Gaussian distri-
bution (as shown in figure 3(c), left plots). This points to an 
important consideration in the design of any noise stimulus 
for spike-triggered averaging. Specifically, it is important not 
only to consider the distribution of stimulus amplitudes but 
also the expected filter shape of the neuron as well as the filter 
size relative to the stimulus sampling resolution. This point is 
elaborated for the spatial domain in figure 3. In matching the 

stimulus to the neuronal filter, a balance must be struck. On 
the one hand, it is desirable to generate a wide range of neuro-
nal excitation levels so that the input/output function of stimu-
lus versus response can be sampled densely—especially the 
degree of nonlinearity in this function. The prediction of how 
much a stimulus should excite a neuron based on a linear con-
volution of that stimulus with the neuron’s filter is called the 
‘generator signal’ (Chichilnisky 2001). The generator signal 
can be loosely interpreted as a prediction of the non-spiking 
membrane potential of the neuron, as is typically measured 
with patch-clamp recordings. Mathematically, the expression 
of this generator signal is equivalent to a dimensionality reduc-
tion whereby the multiple stimulus dimensions are reduced to 
a single dimension corresponding to the predicted excitation 
level of the cell. On the other hand, competing with the need 
for high-density sampling is the need for the stimulus frequen-
cies to be sampled with enough power that the filter shape 
can be determined with sufficient resolution. Figure 3(d) dem-
onstrates how the power at which stimulus frequencies are 
sampled decreases as more frequencies are sampled. Beyond 
a threshold power, the neuron will not respond to the stimulus 
frequencies. To elaborate, if the match between the stimulus 
presentation density and the neuronal filter is such that only 
one stimulus element influences the response at each time 
point (figure 3(b), upper plot), the generator signal distribution 
remains the same as the original stimulus distribution (figure 
3(c), upper pair of plots). Additionally, only low-frequency 
stimuli (relative to the RF size) can be presented (figure 3(d), 
lavender lines). In contrast, if the stimulus is designed such 
that the filter integrates across too many stimuli, the generator 
signal distribution becomes much narrower around the stimu-
lus mean (figure 3(c), lower pair of plots) and, although many 

Figure 3.  Matching stimulus and receptive field sampling density. (A) Binary (top) and Gaussian (bottom) stimulus amplitude distributions 
and example stimulus frames for a 16  ×  16-check spatial layout. (With such stimuli, instead of ‘pixel’ the term ‘check’ is often used in 
analogy to a checkerboard in order to discriminate between stimulus elements and pixels of the visual display device.) For each video frame 
of a time-varying stimulus, the brightness of each check is drawn independently from either the binary or the Gaussian distribution. (B) 
Relationship of the neuronal receptive field (RF) size to the stimulus with either one (top), a few (middle), or many (bottom) checks being 
integrated by the RF. (C) Generator signal sampling distributions (arbitrary units) produced by the stimulus/RF combinations shown in (B). 
In each pair of plots, sampling distributions for binary (left) and Gaussian (right) stimuli are shown. Bar colors correspond to the stimulus 
distributions in (A); plot borders correspond to the stimulus/RF pairings of (B); the underlying stimulus/response nonlinearity of the cell is 
the dotted red line with sampled points indicated by red dots, and the threshold indicated in maroon. Left y axis corresponds to bar heights, 
right y axis corresponds to the nonlinearity. (D) Spatial frequency power spectrum of the RF-filtered stimulus relative to the Nyquist 
frequency of the stimulus. Black points indicate the frequencies that can be sampled for any given RF/stimulus pairing. The three pairings 
of (B) are indicated with lavender, blue, and cyan lines. Threshold of the cell is shown in maroon.
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frequencies are sampled, the sampling power at all frequen-
cies falls below the threshold detection level (figure 3(d), cyan 
lines). Therefore, it is critically important that a noise stimulus 
is designed such that both the generator signal and sampled 
frequencies span a wide range of values at a sampling density 
that is useful for the question at hand. In the examples in fig-
ure 3(c), the top plot for the Gaussian stimulus and the middle 
plot for the binary stimulus provide the best sampling of the 
filter nonlinearity. This tradeoff between stimulus power and 
sampling density is a crucial, but often neglected consider-
ation in the design of noise stimuli.

Electrical noise stimulation

In analogy to the success of visual noise stimulation, multiple 
groups have sought to develop a method of delivering noise-
based electrical stimulation to the retina. In doing so, the typi-
cal goal is that temporal filters can be estimated for prosthetic 
stimulation of the retina. The earliest electrical noise stimula-
tion we have identified in the visual prosthesis literature was 
by Ryu et al (2009), and revisited in Ryu et al (2017), although 
the use of noise in auditory electrostimulation predates this by 
more than two decades (Motz and Rattay 1986, Morse and 
Evans 1996). Curiously, while noise stimulation was used to 
examine the fidelity of the current amplitude encoding in the 
spike train, the data does not appear to have been used to cal-
culate the electrical input filter via STA. At stimulation rates 
of 1–10 Hz, it is possible that temporal integration across sub-
sequent pulses was rare and that only single-pulse activation 
was observed.

In a more relevant study by Freeman et al (2010b), electri-
cal current was modulated by a binary noise sequence from 
a nearby epiretinal stimulating electrode during cell-attached 
patch-clamp recordings of RGCs. For both spiking responses 
and the membrane voltage, reverse-correlation kernels (elec-
trical input filters) were calculated, yielding a biphasic wave-
form with a peak latency of 25 ms and a likely preferred 
frequency around 5–10 Hz. Although promising, we are una-
ware of any work following up on this first demonstration of 
STAs relevant to prosthetic vision.

A few years later, Lorach et al (2015) delivered a ‘sparse’ 
spatio-temporal binary noise stimulus to their subretinal elec-
trode while recording ganglion cell spike trains. Sparse refers 
to sequential stimulation at single points in the stimulation 
space, in contrast to simultaneous stimulation at all points. 
They reported maps of the spatial and temporal sensitivity 
profiles that they termed an electrical receptive field (eRF). To 
create these maps, only one of the 142 electrodes were stimu-
lated at a time, at a refresh rate of 2 Hz. Because of this low 
rate and sparse design, we consider this method to be more 
analogous to the visual hand mapping discussed earlier rather 
than the noise-based STA method, since a rate of 2 Hz appears 
insufficient for multiple pulses to be integrated by the tempo-
ral filters of the retina that have been subsequently reported. 
In this paper, the temporal response pattern was reported, but 
this pattern is best identified as an ‘impulse response’, in con-
trast to the related but distinct ‘temporal filter’ that is typi-
cally produced from noise stimulation. A common mistake is 

to assume that the impulse response and temporal filter are 
identical, however, this equivalence is only true in a purely 
linear system (unlike the nonlinear retina). The most impor-
tant distinction here is that the impulse response only provides 
temporal information about the spiking response pattern after 
the activation threshold has been crossed. In contrast, the 
input filter estimated from noise stimulation better reflects 
the generator signal leading up to a spiking event. These two 
time series, the impulse response and the temporal filter, are 
only identical if the relationship between generator signal and 
response is perfectly linear (Bracewell 1986). Interestingly, 
the spacing of electrodes (70 µm pitch) is appropriately 
matched to the spatial eRF to allow true noise mapping—had 
the authors activated multiple pixels at a time as in their more 
recent paper (Ho et al 2018). Based on these earlier methods, 
however, only points in the receptive field which can inde-
pendently activate the cell were mapped. With non-sparse 
Gaussian noise mapping—even at a stimulation frequency of 
2 Hz, one could expect such methods to yield a full mapping 
of the excitatory and inhibitory eRF regions.

Shortly following the Lorach et  al work, Maturana et  al 
(2016) extensively examined Gaussian white noise estimation 
of the spatial eRF. They too stimulated at a frequency too low 
to probe the temporal filter (10 Hz). Although their electrodes 
were subretinal, they primarily examined direct RGC stim-
ulation. They found that weighting pulse amplitudes across 
2, or 3 electrodes in proportion to the eRF was more effi-
cient than naïvely weighting all effective electrodes equally. 
Furthermore, they found the same 1, 2, or 3 effective elec-
trodes for both cathodic-first and anodic-first biphasic pulses. 
Using spike-triggered covariance (STC) analysis, they found 
that the STA estimate of the spatial eRF was typically suf-
ficient to explain how RGCs responded to direct stimulation 
by combinations of electrode, and that higher order interac-
tions between electrodes played little role in RGC respon-
siveness. Importantly, the STC analysis revealed that simple 
STAs, while often correct, had weak amplitudes due to the 
antagonistic effects of similarly effective cathodic-first and 
anodic-first biphasic pulses in the STA calculation process. A 
recent study that similarly examined the eRF can be found in 
Esler et al (2018), demonstrating how these methods are being 
quickly adopted by the research community. Interestingly, this 
latter study showed that the types of linear models described 
here are good approximations for much more complex bio-
physical models of retinal electrical stimulation.

More recently, our group (Sekhar et  al 2016, 2017) and 
another (Ho et al 2018) have finally been successful in meas-
uring temporal electrical input filters from network-based 
stimulation of RGCs. We first reported this success in 2016 
when we stimulated the mouse retina epiretinally with 1 ms, 
cathodic, voltage-controlled pulses delivered at a rate of 25 
Hz and with an amplitude distribution largely falling below 
single pulse activation thresholds (figure 4). We found that 
the electrical input filters of many retinal ganglion cells had 
a strong negative deflection with peak latencies typically in 
the range of 100 to 400 ms (figure 4(c)). Mathematically, the 
STA can be thought of as a vector in stimulus space pointing 
from the center of the original stimulus distribution towards 
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the center of the spike-associated stimulus ensemble (figure 
4(d)) (Schwartz et al 2006). By plotting the probability that 
stimuli of a given generator signal range will elicit a spike, 
the nonlinearity relating generator signal to neuronal response 
can be estimated (figures 4(e) and (f)). Examining the stimula-
tion frequency for pulse trains, we found that 10 Hz seldom 
yielded useful filters. In contrast, 50 Hz stimulation produced 
very smooth filters; however, because of the lower tempo-
ral contrast of the stimulus (as discussed for spatial resolu-
tion in figure 3), such fine resolution stimulation drove fewer 
spikes—requiring longer recording times to yield enough data 
for STAs. Accordingly, we settled on 25 Hz pulse trains as an 
optimal frequency to provide smooth STAs in a reasonably 
short recording time. Likewise, we compared 20% versus 35% 
contrast in the Gaussian distribution of pulse amplitudes and 
found that, while both contrasts produced useful filters, the 

higher contrast drove higher firing rates. We next examined 
the STAs of degenerated mouse retinas and found them to be 
drastically altered relative to healthy retinas. We concluded 
that the healthy filters are likely the result of photoreceptor 
(PR) stimulation being passed on through the retinal network 
to the RGC and therefore, the electrical input filter measured 
under these conditions primarily reflects the filter of PRs. 
Complementary to these experiments, Ho et al (2018) used a 
subretinal electrode array to stimulate the rat retina with a spa-
tiotemporal binary noise sequence at a refresh rate of 20 Hz. 
Both their study and ours found filters with peak sensitivities 
in the 2–10 Hz range, although our filters tended to have slower 
onset latencies and longer durations. Based on these frequen-
cies as well as the effects of degeneration and PR transmission 
blockade, they agreed with our conclusion that the filters are 
primarily the result of PR stimulation transmitted to RGCs 

Figure 4.  Spike-triggered Averaging. (A) Stimulus segment (top) containing a random pulse amplitude sequence of 1 ms pulses at 25 Hz 
with accompanying high-pass filtered voltage recording (middle) and spike train rastergram (bottom). An example pulse sequence and its 
associated spike are highlighted in red. Pulse amplitudes were drawn randomly with replacement from a Gaussian distribution shown at 
right in blue. Dotted lines mark mean and SD voltages. (B) Sample pulse amplitude sequences of the seven spikes from (A). (C) Average 
pulse modulation sequence preceding all spikes (blue) overlaid with individual sequences that best matched the STA (black) and the 
significant kernel used for calculating the generator signal (red). (D) Scatterplot of the first and second principal component amplitudes for 
all stimulus waveforms (blue points) with waveforms preceding spikes overlaid in red. Insets show the principal components overlaid with 
the STA. (E) Generator signal was calculated by convolving stimulus sequences with the STA kernel. Generator signal distributions for all 
stimuli (black), for spike-associated stimuli (blue) and for spike count weighted spike-associated stimuli (red) are overlaid. (F) The spike 
generation nonlinearity derived from (E). For high signal values low sample size leads to uncertain firing probability estimates. (Adapted 
from Sekhar et al (2016), figure 1. © IOP Publishing Ltd. All rights reserved.)
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via the retinal network. We suspect, however, that given the 
higher frequency, multiphasic filters they sometimes reported 
that PR-mediated stimulation may have combined with bipo-
lar cell (BC) stimulation for some cells (see Modelling Retinal 
Electrostimulation). We also suspect that some of the filters 
reported in the Ho et al study resulted from single suprath-
reshold pulse activation rather than the integration of multiple 
pulses (as discussed in the next section). This supposition is 
based on their fast onset latencies, short peak latencies, and 
narrow widths—although the Nyquist limit of 20 Hz stimula-
tion (10 Hz) makes it difficult to be certain.

Finally, in a paper published by Maturana et al (2018), syn-
aptic blockers were used to distinguish direct and indirect acti-
vation by a space-time varying electrical noise stimulation. 
While their previous discovery—that the spatial eRF charac-
terizes well the linear interactions of multiple electrodes—
holds true for direct stimulation, indirect stimulation appears 
to involve more nonlinear interactions. By stimulating at rates 
of 10, 20, and 30 Hz, they reinforce that rates higher than  

10 Hz are necessary to accurately detect electrical input filter 
components arising from network activation.

‘Subthreshold’ stimulation

Our use of electrical white noise confirmed our suspicion 
that stimulation of the network to activate RGCs can function 
through two distinct mechanisms (figure 5). On the one hand, 
Single pulse amplitudes that are strong enough can activate 
the network by themselves (figure 5(a)). On the other hand, 
analogous to the integration of subthreshold postsynaptic 
potentials that is a basic principle of neuroscience, a series of 
‘subthreshold’ electrical pulses can be integrated by the net-
work to achieve activation (figures 5(a) and (b)). It is this latter 
mechanism that we have termed ‘tickling the retina’ and that 
has proven useful in understanding the electrical input filter. 
Appreciation of these two mechanisms requires a reevalua-
tion of the concept of the electrical stimulation threshold. 
Traditionally, single pulses have been delivered while some 

Figure 5.  Two stimulation modes—single pulse and pulse integration. (A) For two example cells, the firing rate within 40 ms of a pulse is 
plotted against the amplitude of that pulse to yield a voltage-response curve (left), demonstrating the threshold for single pulse activation 
via network stimulation. The STA for each cell is shown in blue at right. (B) As in (A), but for two RGCs that do not respond to single 
pulse stimulation. Note the red point in each of the 4 STAs. The RGCs in (A) exhibit notable single pulse activation in the first time point 
to the left of 0 in their STAs while the RGCs in (B) do not. (C) Distribution of first STA deflection latencies when STAs are not corrected 
for single-pulse activation. (D) Overlay of pulse modulation waveforms with (red) and without (black) single pulse activation for another 
sample cell. (Adapted from Sekhar et al (2017), S2. © IOP Publishing Ltd. All rights reserved.)
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aspect of the pulse (amplitude, duration, shape, interphase 
interval, etc) was varied to determine the value beyond which 
reliable stimulation can be achieved. This value is then termed 
the threshold. However, recognizing that neurons can inte-
grate multiple subthreshold stimuli across time, such a simple 
concept of threshold becomes muddled. In the Modelling 
Retinal Electrostimulation section we introduce the concept 
of an integrated charge threshold to delineate between these 
two mechanisms of electrical activation.

In examining our electrical STAs, we found evidence 
in some RGCs that single pulse activation and multi-pulse, 
integrative activation might be combined into a single STA 
(figures 5(a) and (d)). While integrative activation tended to 
have a peak latency above 50 ms, the single pulse activation 
had latencies closer to 20 ms (figure 5(c)). To validate this 
observation, we plotted the firing rate of the RGC during the 
40 ms interval following each pulse against the amplitude of 
that pulse (figures 5(a) and (b)). As suspected, RGCs with 
a contribution from single pulse activation showed a strong 
increase in firing rate approaching the high end of our stimu-
lus pulse amplitude distribution (figure 5(a)). In contrast, 
RGCs with no contribution from single pulse activation did 
not show such a firing rate increase (figure 5(b)). In order to 
better represent the integrative electrical input filter, we sub-
sequently nullified the first time sample in the STA by setting 
it to the mean stimulus value, thus discarding the contribution 
of single pulse activation (within 40 ms latency of each pulse).

Conveniently, the plot of firing rate versus pulse amplitude 
relates directly to earlier studies of the voltage amplitude 
threshold for single pulses (figure 6). Beyond this relation-
ship, however, calculating the single pulse amplitude thresh-
old from noise stimulation has two advantages. First, because 
long recovery periods are not interleaved between successive 
pulses, the resolution with which voltage amplitudes can be 
probed is much higher for a fixed recording time, providing 
for a much more detailed voltage-response curve than in tradi-
tional studies (Jalligampala et al 2017). Second, by measuring 
the voltage-response function in the context of ongoing elec-
trical stimulation, the adaptive phenomenon of desensitization 
(Weiland et al 2016) is held constant and the adaptation state 
of the retina is better matched to that of real-world prosthetic 
stimulation (Hosseinzadeh et al 2018). It will be informative 
to compare such white-noise generated stimulus-response 
curves to those generated under traditional methods in the 
same experiment. In doing so, we expect to better understand 
the role of adaptation (visual and electrical) in altering the 
sensitivity and gain of RGC coding in response to electrical 
stimulation.

Spike burst correction

In our indirect stimulation experiments, we have found that 
RGCs respond to noise stimulation with both individual 
(tonic) spikes and bursts of multiple spikes in short succes-
sion. The fraction of spikes that occur in a burst appears to 
vary across the RGC population but is expected to be some-
what stereotyped within each of the many RGC types (Wong 

et al 2012). By examining the time intervals before and after 
each spike, we were able to classify each spike as either a 
tonic spike or for bursts, a first spike, intra-burst spike, or last 
spike (figures 7(a) and (b)). When electrical stimulation trig-
gers a burst of spikes, the undesired effect will be to smear 
out the STA across time. This is because the latency between 
the triggering stimulus and each of the spikes in the burst 
increases for later spikes. This poses a problem when the STA 
is being used to understand the average stimulus that drives an 
RGC to respond. Accordingly, we have described a method 
of correcting for temporal smear in the STA caused by bursts 
(Sekhar et al 2016). The result is the first spike-triggered aver-
age (fSTA). In such burst correction, the first spike of each 
burst is identified. Then the contribution of the stimulus pre-
ceding that burst is weighted by the number of spikes in the 
burst to reflect the reality that stronger stimuli tend to pro-
duce bursts with more spikes in them. While burst correction 
had little effect for some RGCs (figure 7(c)), we found that 
others exhibited notable changes in the shape and timing of 
their STAs (figure 7(d) and (e)). So far, we have found little 
difference between STAs calculated with only corrected burst 
responses versus those calculated with only tonic spikes, sug-
gesting that one can consider tonic spikes to be bursts of only 
one spike. However, more work is needed to fully explore how 
tonic and burst spikes in the retina may encode distinct infor-
mation about electrical stimulation.

Type-specific retinal stimulation

The neurons of the retina can be divided into five primary 
cellular classes (photoreceptor, horizontal, bipolar, amacrine, 
and ganglion), each of which incorporates numerous types 
and subtypes (Masland 2011, Baden et al 2016, Franke et al 

Figure 6.  Measuring threshold from noise stimulation. Overlay 
of voltage-response curves for: (1) a single RGC (dotted, red) 
and (2) a large population (solid, black) using traditional methods 
(1 ms pulses presented at 5 s intervals, 20 repetitions each, response 
integration window: 10–100 ms, (per (Jalligampala et al 2017))) as 
well as for (3) a single cell using white noise (thick, red). Inset is to 
scale on the voltage axis and demonstrates the amplitude of the STA 
relative to the voltage-response curve for the cell stimulated with 
white noise (thick red line). White noise stimulus distribution from 
figure 3 is replotted below for context. (Adapted from Sekhar et al 
(2016), figure 3. © IOP Publishing Ltd. All rights reserved.)
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2017). Within the feedforward pathway of PR to BC to RGC, 
it has been shown that temporal filtering for electrical stimu-
lation becomes progressively higher in preferred frequency 
(Freeman et al 2010a, Twyford and Fried 2016).

Of particular interest are the many types of retinal gan-
glion cells which differ from each other due to their individual 
cellular physiologies as well as their pattern of inputs from 
the retinal network (Baden et al 2016). Crucially, Wong et al 
(2012) showed a diversity of electrical responses in RGCs 
due to their intrinsic physiological properties. With the inclu-
sion of the diversity of network connections that is known to 
exist, it is reasonable to hope that many RGC types will have 
key electrical stimulation patterns that can selectively acti-
vate them without strongly activating other RGC types. As an 
early foray into this domain, both we and Ho et al (2018) have 
demonstrated that the electrical input filters for visual ON and 
OFF RGCs tend to be mirror reflections of one another, likely 
due to dominant activation of photoreceptors (figure 8). This 
result reflects earlier work by Freeman et al (2010a). In that 
study, they used a similar systems modeling approach to ours, 
but with the presentation of current-controlled sinusoids with 
varying temporal frequencies—sampling just one frequency 
at a time in contrast to white noise stimulation. Their strategy 
echoes early developments in visual response characterization 
using sinusoids. They found that visual ON cells tended to 
respond during the anodal phase of a slow (5 Hz) sine wave 
while OFF cells responded during the cathodal phase. Other 
recent contributions to growing evidence of cell-type selec-
tive stimulation include (Guo et  al 2014, Goetz et  al 2015, 

Twyford and Fried 2016, Im and Fried 2016, Qin et al 2017, 
Im et al 2018, Guo et al 2018).

It remains unclear whether the differential filters found in 
healthy retina will be reflected in degenerate retina. Likewise, 
it remains unknown whether the different RGC types will 
each have a unique filter. Nevertheless, as noise stimulation 
methods become more refined and our ability to function-
ally discriminate RGCs improves (see Baden et al (2016)) we 
expect that further differences in electrical input filter shapes 
(spatial and/or temporal) that correlate with functional RGC 
type will be revealed. In doing so, we expect that methods 
will be derived that allow bionic retinal implants to selectively 
address the different visual information channels of the retina, 
and thus provide a more nuanced visual percept for implant 
patients (Barriga-Rivera et al 2017). Indeed, the diversity of 
electrical spatiotemporal receptive fields recently described 
in Maturana et  al (2018) provides strong support for such 
optimism.

Another domain of controversy for the electrical filters that 
have been recently described is the upper limit they may place 
on the maximal possible stimulation frequency. With elec-
trical filters on the order of 500–1000 ms in duration, a rea-
sonable expectation is that discrete stimulation may only be 
possible at rates around 1 Hz. However, a relevant detail that 
remains unknown is whether integration of electrical stimula-
tion resets after a response. If there is no reset, then continu-
ous stimulation could achieve much higher rates than discrete 
stimulation. Also unknown is the filter duration for bipolar 
cell-mediated activation of RGCs. While photoreceptors seem 

Figure 7.  Burst Correction. (A) Classification of RGC spikes: all spikes within 100 ms of each other were considered burst spikes, 
while remaining spikes were singleton (tonic) spikes. Burst spikes were classified as either first, last, or intraburst spikes. To correct STA 
calculations for burst responses, the first spike of each burst was weighted according to the number of spikes in the burst. (B) A plot of 
following interspike interval (ISI) against preceding ISI for every spike of an RGC reveals these four spike categories. (C)–(E) Uncorrected 
(blue) and burst corrected (red) STAs for three example cells showing the range of effects for burst correction. Shaded regions mark 
negative deflections for each STA. (Adapted from Sekhar et al (2016), figure 2. © IOP Publishing Ltd. All rights reserved.)
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to have the long filters described thus far, bipolar cells are 
expected to have notably shorter filters that could support 
higher stimulation rates.

Discussion and future directions

Multidimensional sampling

As with visual noise, electrical noise has the ability to more 
efficiently sample from the potential stimulus space (figure 
9). In the method we developed, we only explored the ampl
itude dimension as a proof-of-principle (Sekhar et al 2016). 
Nevertheless, even this dimension was sampled more effi-
ciently than in more traditional methods (see figure 6). In con-
trast, the binary noise stimulus used in Freeman et al (2010b) 
better sampled the duration space, but at the expense of the 
amplitude dimension. In the future, researchers should strive 
to develop stimulation and recording methods that will allow 
multiple dimensions to be probed simultaneously.

In contrast to our focus on stimulus dimensionality in time, 
many other researchers have examined the spatial dimension 
of the eRF with noise stimuli (Lorach et al 2015, Maturana 
et al 2016, Halupka 2017, Halupka et al 2017). The use of 
noise stimuli allows powerful computational methods like the 
STA, spike-triggered covariance (STC), and linear-nonlinear-
linear modeling (Halupka et al 2017) to be used. Nevertheless, 
more traditional hand-mapping styles of estimating the eRF 
have also been used by a number of researchers recently (Stett 
et al 2000, 2007, Eickenscheidt et al 2012, Jepson et al 2014, 
Sim et  al 2014, Stutzki et  al 2016). Combining spatial and 
temporal noise mapping has proven to be a difficult task, 
however two reports this year demonstrate that such multidi-
mensional eRF mapping is possible (Ho et al 2018, Maturana 
et al 2018). By incorporating the spatial dimensions into noise 
stimulation, even more refined methods of RGC type-specific 
stimulation may be discovered.

In contrast to asking about the underlying spatial eRF, many 
researchers have pursued electrical field shaping strategies to 
understand how multiple simultaneously activated electrodes 

can be weighted to best direct stimulation to a chosen neuron 
(Savage et al 2012, Matteucci et al 2013, Dumm et al 2014, 
Spencer et al. 2018). Beyond considering combinations of 
stimulating electrode, field shaping also considers the role of 
return electrode in determining the path taken by current flow. 
In modern neuroprosthetics, field shaping (including current 
steering and current focusing) is a relatively new field of dis-
cussion that has been more extensively pursued for cochlear 
implants (Bonham and Litvak 2008). The field shaping con-
cept considers the overlap of individual electrical fields from 
several electrodes and their influence on the overall electric 
field. It is applied either to focus the current in order to excite 
a narrowing region in tissue or to redirect the pulses for excita-
tion in different regions of the tissue (Dumm et al 2014). It is 
reasonable to expect that field shaping techniques might sup-
port cell-specific stimulation above and beyond that achiev-
able by tailoring stimulation to the characteristic eSTRFs of 
selected RGC types. Furthermore, it appears that in a fully 
3D structure like the LGN or optic nerve, such multielectrode 
approaches will be necessary. However, related work to date 
in the optic nerve (Yan et al 2016) indicates that percepts are 
much more likely to involve nonlinear interactions between 
electrodes when visual space is represented in a disorganized 
3D structure—requiring much more sophisticated modeling. 
In such cases, deep learning, in silico, neural networks may be 
the best approach (McIntosh et al 2016).

Stimulation thresholds

We have used the term ‘subthreshold’ pulses here to indi-
cate single pulses that cannot independently drive responses. 
Nevertheless, by presenting a sequence of pulses that are 
integrated by the neuron to elicit a response, the neuron is 
driven above its threshold for activation. Thus, the sequence 
of subthreshold pulses can be considered to be a suprathresh-
old stimulus. We are not the first to make this observation that 
spreading stimulation out over extended time can reduce the 
stimulus amplitude necessary to elicit a response (Grumet 
et al 2000, Johnson et al 2004, Sekirnjak et al 2006, Ye et al 

Figure 8.  Correspondence of visual and electrical responses. (A) responses of example ON (red) and OFF (blue) RGCs to on/off flashing 
stimulation. (B) Visual input filters (STAs) for these cells calculated from full-field, 10 Hz, Gaussian visual noise stimulation. (C) Electrical 
input filters (STAs) of the same cells calculated from 25 Hz, cathodic, Gaussian noise electrical stimulation as described above. (D) 
Latencies of the upward and downward electrical input filter deflections for a population of cells. Some cells have monophasic filters while 
others are biphasic (schematic inserts). (Adapted with permission from Sekhar et al (2017) figures 3 and 5, first appeared in Rathbun and 
Hosseinzadeh (2017), figure 4.)
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2008, Boinagrov et al 2010, Goo et al 2011, Eickenscheidt 
et al 2012, Samba et al 2015). In fact, this relationship under-
lies the classic strength-duration curve. However, we do differ 
slightly from the traditional understanding of the strength-
duration relationship embodied in the Weiss and Lapicque 
equations (Rabinovitch et al 2016). In our approach, we seek 
to explicitly model the leakiness of integration through a finite 
temporal filter (e.g. Horsager et al (2009)). It is this leakiness 
that results in the asymptotic minimal stimulation threshold 
for arbitrarily long pulses (rheobase). We feel that shifting 
from thinking in terms of a single threshold charge with an 
asymptotic rheobase to thinking in terms of a threshold of 
the generator signal (integrated charge) for a neuron modeled 
with a finite temporal filter will prove more useful in charac-
terizing the set of stimuli that are expected to drive a response 
from the retina.

Fading

An outstanding problem in artificial vision is fading—in 
which phosphenes tend to disappear with repeated stimulation 
at a constant level. The strength and speed of fading is propor-
tional to the stimulation frequency. Perceptual fading has been 
reported in some Argus II subjects (Fornos et al 2010, Stronks 
et al 2013) and as well in Alpha-IMS subjects (Zrenner et al 
2011, Stingl et al 2013). The latter patients overcame fading 
using relatively low stimulation rates of 1–20 bursts per sec-
ond, but at the cost of visibly blinking percepts.

While it appears that fading has a strong cortical contrib
ution, the desensitization of electrical responses in the retina 
due to repetitive stimulation has been investigated as one 
target to minimize fading. A common misconception of reti-
nal desensitization is that pulse trains eliminate electrical 

responses. In contrast, most reports of desensitization point to 
a marked reduction, but not elimination of electrical responses 
(Freeman and Fried 2011, Jensen and Rizzo 2007, Ryu et al 
2009). Perhaps surprisingly, the subthreshold white noise 
stimulus we presented yielded robust, ongoing responses, 
despite being presented at a frequency of 25 Hz that is typi-
cally expected to induce strong desensitization. Likewise, 
others have confirmed that robust responses persist at high fre-
quencies as long as the pulse amplitudes are modulated over 
time (Maturana et  al 2018, Ho et  al 2018). Desensitization 
typically compares pulse train responses to a single isolated 
pulse response (an atypical stimulation pattern for bionic 
vision applications). We suspect that the robust responses 
we and others have observed at high stimulation rates reflect 
the encoding of stimulation changes in the context of a satur
ated desensitization mechanism. In effect, this amounts to 
stimulating within the context of a fixed electrical adapta-
tion state—the absence of which compounds typical studies 
on desensitization. Furthermore, we speculate that the use of 
primarily subthreshold pulses in such a sequence may further 
reduce the effects of desensitization. Whether low-amplitude 
pulse modulation can drive visual perception without engag-
ing cortical fading remains an outstanding question of great 
interest.

Neural coding

An interesting yet unresolved issue, not only in retinal prosthet-
ics but also in neuroscience at large, is the relative importance 
of firing rate versus the precise timing and pattern of indi-
vidual spikes—rate coding versus temporal coding (Freeman 
et al 2011). Prostheses which target the retinal network (indi-
rect RGC stimulation) tend to incorporate a presumption that 
the natural pattern of spikes generated by complex interac-
tions in the network may be necessary for visual perception—
a temporal code (Lee et al 2013, Im and Fried 2015, Im et al 
2018). In contrast, in direct stimulation some investigators 
emphasize firing rate while others emphasize the temporal 
spiking pattern (Ryu et al 2011, Fried et al 2006). While indi-
rect stimulation has the problem that precise control of the 
firing rate and pattern is difficult, direct stimulation necessi-
tates an explicit model of visual encoding to employ tempo-
ral coding (e.g. Fried et al (2006)). Accordingly, because the 
spiking response to electrical stimulation could be encoded in 
both bursts and tonic spikes, it is important to consider such 
coding in calculating STAs. Here, we have briefly presented a 
method developed to account for the influence of burst coding 
on the STA. As more is learned about temporal coding in the 
retina, further modifications to the STA method may become 
necessary. An open question is whether burst spikes and tonic 
spikes convey distinct information about electrical stimulation 
of the retina.

Oscillations

Related to bursts, a common spiking pattern seen in degen-
erated retinas is subthreshold membrane oscillations which 

Figure 9.  Noise samples stimulus space. Electrical stimuli are 
drawn from a high-dimensional space of parameters. Three such 
parameters for a train of pulses are amplitude, duration, and 
interpulse interval. White noise stimuli, however, draw randomly 
from this parameter space. (Adapted with permission from Rathbun 
and Hosseinzadeh (2017), figure 2.)
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strongly bias the timing of both tonic spikes and bursts toward 
the peak of the oscillation. Recent work has demonstrated that 
electrical stimulation can shift the phase of these oscillations, 
entraining subsequent burst cycles (Goo et al 2015, Haselier 
et al 2017). With respect to STAs, this poses a particular prob-
lem in that both the first volley of spikes driven by the electri-
cal stimulus and subsequent entrained cycles will be reflected 
in the STA. Accordingly, we have seen evidence of such oscil-
lations in the rd10 mouse retina (Sekhar et al 2017). In order 
to better depict the average stimulus that drives responses in 
the rd10 retina, it will be necessary to develop a method to 
separate contributions of the stimulus shape and the ongoing 
oscillations from the STA.

Building the model

Throughout this work, we have referred to a proposed model-
ling framework rather than an explicit model. This is because 
many of the important details of models falling within this 
framework may vary from model to model. Furthermore, 
many of the details for implementation of such models 
remain uncertain. In figure  1, we indicate that electrically-
stimulated PR signals are passed synaptically to the BC where 
they are combined with electrical stimulation signals intrin-
sic to the BC. A similar process happens from BC to RGC. 
Nevertheless, we have remained agnostic as to how exactly 
these signals are combined. The relationship between depo-
larization and neurotransmitter release will entail a certain 
degree of nonlinearity owing to physiological limitations. 
Due to processes like consumption of the readily releasable 
pool of vesicles, this nonlinearity might have multiple kinetic 
parameters. Within the BC and RGC, it is unclear how direct 
stimulation and synaptic inputs will be weighted relative to 
one another. Additionally, it is unclear whether the two signals 
(BC electrical generator signal and PR synaptic input for BC; 
RGC generator signal and BC synaptic input for RGC) will be 
summed linearly or not.

Beyond refining the details of the proposed framework, we 
expect that a number of elaborations may be necessary. As 
noted in figure 5, retinal neurons can be stimulated through 
at least two distinct mechanisms. Traditionally, a single short 
stimulus greater than the threshold can be used to drive spikes 
at short latency from stimulus onset. Complementarily, if the 
stimulus is more subtle, an extended stimulus waveform that 
matches the electrical input filter can elicit a response. In the 
framework presented, we have assumed that all instantaneous 
stimuli are subthreshold and that only the integrative mech
anism is engaged. This is useful since single pulse activation 
could complicate input filter estimation and obscure the fast 
filter of direct RGC stimulation and possibly even the BC 
indirect filter, depending on stimulus design. Another poten-
tial elaboration may be the need to incorporate higher order 
stimulus-response correlations. While the STA is a good esti-
mate of the first order stimulus-response relationship, higher 
order interactions are well documented for visual stimulation. 
Yet another elaboration that may be necessary is the incorpo-
ration of a spike history feedback term. It is well known that 

the Poisson distribution is an imperfect model for RGC spike 
train statistics. By incorporating a feedback term, effects like 
the refractory period, network inhibition, and post-inhibitory 
rebound can be reflected in the modeled spike train (Pillow 
et al 2005).

As implied above, it will be useful to continue to develop 
noise stimuli beyond the temporal noise our group has exam-
ined. Other groups have had recent success in combining both 
time and space. A continuing constraint however is achieving 
sufficient resolution in each dimension for full characteriza-
tion of the spatiotemporal receptive field. Spatially, there is 
currently a limit on the order of 50 µm pitch for electrode 
spacing. An obstacle in the temporal domain is the need to 
record neural signals in the presence of electrical stimulation 
artifacts. While we would love to present our noise stimulus 
at 1 kHz rather than the 25 Hz we used, such high stimula-
tion rates would obliterate the neural signal with artifacts. 
However, based on the temporal filtering expected for the 
primary cells of the retina (1–100 Hz), it may be possible to 
design a band-pass filtered noise stimulus that is effectively 
continuous in time—thus reducing artifact amplitudes enough 
to preserve the neural signals.

Finally, as explicit models are developed within this frame-
work, it will become necessary to implement iterative model 
fitting. While we have presented the STA as an estimate of 
the electrical input filter, and the generator signal-firing rate 
curve as an estimate of the nonlinearity, these functions are 
only good first approximations. By simultaneously fitting 
these two functions as well as the synaptic parameters, spik-
ing history feedback function, and possibly higher order stim-
ulus-response correlation functions, the various elements of 
the model should come into sharper focus. Toward that end, 
a strong stimulus-response correlation is important. To date, 
we have found that our methods produce only modest correla-
tions. By stimulating more strongly, while remaining within 
the subthreshold, integrative domain, it should be possible to 
drive more reliable responses that are still useful for the mod-
eling described above.

Conclusions

Investigations of the retina’s response to electrical stimula-
tion have advanced significantly in the past twenty years. 
Recently, a growing body of work has sought to apply linear 
systems analysis to this domain. Of particular interest is the 
use of white noise stimuli to characterize the linear filtering 
behavior of the retina to electrical stimulation. We have pro-
posed a modelling framework for such research that we hope 
may address ongoing challenges in bionic vision. By express-
ing stimulation of the retina in terms of integrated charge—
taking into account the leaky memory of retinal neurons—a 
more useful understanding of the stimulation may be realized. 
Furthermore, by carefully measuring the spatio-temporal fil-
tering properties of individual retinal ganglion cells, we expect 
that stimuli can be identified to selectively activate each of the 
approximately thirty different RGC types. Finally, modeling 
the temporal integration of the retina should enable the use 
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of lower amplitude stimuli that minimize retinal desensitiza-
tion and reduce perceptual fading of bionic visual percepts. 
Ultimately, the linear systems framework is hypothesized to 
facilitate substantially improved bionic vision for future recip-
ients of retinal prostheses.
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